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SummaryWe prove a `slightly non-abelian' version of the classical Eilenberg-Zilber theorem: ifK, L are simplicial sets, then there is a strong deformation retraction of the funda-mental crossed complex of the cartesian product K �L onto the tensor product of thefundamental crossed complexes of K and L. This satis�es various side-conditions andassociativity/interchange laws, as for the chain complex version. Given simplicial setsK0; : : : ; Kr, we discuss the r-cube of homotopies induced on �(K0� : : :�Kr) and showthese form a coherent system.We introduce a de�nition of a double crossed complex, and of the associated total(or codiagonal) crossed complex. We introduce a de�nition of homotopy colimits ofdiagrams of crossed complexes. We show that the homotopy colimit of crossed com-plexes can be expressed as the total complex of a certain `twisted' simplicial crossedcomplex, analogous to Bous�eld and Kan's de�nition of simplicial homotopy colimitsas the diagonal of a certain bisimplicial set. Using the Eilenberg-Zilber theorem weshow that the fundamental crossed complex functor preserves these homotopy colimitsup to a strong deformation retraction. This is applied to give a small crossed resolutionof a semidirect product of groups.We consider a simplicial enrichment of the category of crossed complexes, and in-vestigate the coherent homotopy structure up to which a simplicial enrichment may begiven to the fundamental crossed complex functor.We end with a de�nition of homotopy coherent functors from a small category tothe category of crossed complexes, and suggest a de�nition of homotopy colimits ofsuch functors and of a small crossed resolution of an arbitrary group extension.
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Chapter 0IntroductionThe motivation for this thesis has come from two directions: �rstly, from a wish to givea de�nition of homotopy colimits in a situation where cartesian products are replacedby tensor products, and secondly from an investigation of small resolutions for groupswhich arise as products, semidirect products or extensions. Both of these rely on theEilenberg-Zilber theorem, and it has turned out that we have considered the second bytranslating it into the language of the �rst.We have also chosen to carry out this investigation in the context of crossed com-plexes. This is a category of algebraic objects similar to chain complexes but withsome non-abelian information in dimensions one and two. The crossed complex hasbeen around since [42], and following [14] and [19] it may also be thought of as a re-duced form of a simplicial groupoid. The extra structure shared by chain and crossedcomplexes which is not available (currently) for simplicial groups is that of having a\geometrically-motivated" tensor product, and this has been essential for our work.The Eilenberg-Zilber theorem in its original form [22, 21] gives for simplicial setsK, L a chain homotopy equivalenceCN(K)
 CN(L) ' CN(K � L)where CN(K) is the normalised free chain complex on the simplicial set K. Thistheorem is now part of the general knowledge of algebraic topology, but although itseems clear that it is true for crossed complexes also there has been no explicit proofgiven. Writing �K for the fundamental crossed complex of a simplicial set K, wehave obtained a strong deformation retraction of �(K � L) onto �K 
 �L satisyingcertain side conditions and interchange relations, exactly as in the chain complex caseexcept that in low dimensions the formul� for the tensor product and the homotopyequivalence contain non-abelian information.We have also extended some of the basic constructions available for crossed com-plexes of groupoids, de�ning a double crossed complex as well as a total crossed complexwhich behaves nicely with respect to the tensor product. A total crossed complex func-1



tor for simplicial crossed complexes has also been de�ned, and this has been used inde�ning homotopy colimits.Since limits and colimits of topological spaces, simplicial sets or chain complexesdo not behave well when the spaces, etc., are varied up to homotopy equivalence, it isnatural to consider the notions of homotopy limits and homotopy colimits. For examplethe mapping cylinder, double mapping cone and `telescope' are all well known exam-ples of homotopy colimit constructions. However the topological space or algebraicstructure which represents a particular homotopy colimit will itself only be determinedup to homotopy equivalence, and this has led to much interest in setting up formalmachinery to provide particular nice models for homotopy limits and colimits for arbi-trary diagrams. In this thesis we have given a de�nition for homotopy colimits in thecategory of crossed complexes.In fact the diagrams over which the homotopy colimit is taken need only be functorialup to homotopy rather than on the nose, and there has been a lot of work recently onnotions of lax or homotopy coherent functors and their homotopy limits and colimits.This work has been carried out mainly in the context of simplicially-enriched categories,or sometimes Cat- or Top-enriched categories. In this thesis we have tried to extendsuch ideas to monoidal closed categories which satisfy an Eilenberg-Zilber type theorem,although we have not completely achieved this ambition.The standard crossed resolution [11] C(G) of a group G is de�ned by applyingthe fundamental crossed complex functor to the simplicial set given by the nerve ofG. This gives a complex of groups whose �rst homology group is G with all higherhomology groups trivial, and which is also free in that it has a presentation where theonly relations are those de�ning the boundary maps and quotienting out degeneratesimplices.However C(G) is not the only resolution of G with this freeness property, and theremay be other models which are smaller. For instance an application of the Eilenberg-Zilber theorem shows that C(G) 
 C(H) is a deformation retract of the standardresolution of G�H, and is free by the de�nition of the tensor product. We have givenin this thesis a resolution of a semidirect product of groups which is a deformationretract of the standard resolution and which takes the form of a twisted tensor product.Also we have given a candidate for a resolution of an arbitrary extension of groups asa more general twisted tensor product. Both of these arose by considering the data interms of a homotopy colimit of an appropriate (lax) functor.0.1 Structure of ThesisWe begin in chapter 1 by considering the notion of a double crossed complex, analogousto the bisimplicial set or to the bichain complex in the abelian situation. Our de�nitionof a double crossed complex is essentially that of a crossed complex of groupoids internal2



to the category of crossed complexes of groupoids (similar to the de�nition of a doublecategory as a category internal to the category of small categories).A \total" functor is then de�ned from the category of double groupoids to thecategory of crossed modules, and this is extended to a functorCrs(2) Tot - Crsfrom double crossed complexes to crossed complexes. The total crossed complex Dof a double crossed complex C is essentially that given by generators ci;j 2 Dn forall elements of Ci;j with i + j = n, subject to certain \geometrical" relations whichare similar to those in the Brown-Higgins de�nition of the tensor product of crossedcomplexes [12]. In fact our de�nition is constructed so that given a pair of crossedcomplexes A, B there is an obvious double crossed complex whose total crossed complexis the tensor product A
 B.We also de�ne a total functor from the category of simplicial crossed complexes.In chapter 2 the de�nition of homotopy between crossed complex homomorphismsis recalled, in terms of homomorphisms h : I 
 C ! D from cylinder objects andof degree one maps (�n : Cn ! Dn+1), and it is shown that a homotopy from anidempotent endomorphism to the identity can be replaced by a splitting homotopy,which satis�es certain extra `side-conditions' of the form h2 = 0 and h�h = �h. Inparticular deformation retractions can be replaced by strong deformation retractions.For X a bisimplicial set and rX the simplicial set given by the Artin-Mazur di-agonal [1], a natural comparison map is given from �rX to the total complex of thefundamental double crossed complex of X. This is shown to give the diagonal approx-imation a : �(K � L) ! �K 
 �L in the case Xp;q = Kp � Lq. The shu�e map b inthe other direction is given, and b � a is shown to be the identity map on the tensorproduct. The associativity relations are also proved for both a and b, as well as an`interchange' relation.As an elementary application, it is shown how the diagonal approximation mapgives a coalgebra structure on the fundamental crossed complex of a simplicial set, anda multiplication structure on the simplicial nerve of a crossed complex.We then show that for simplicial sets K, L, there is a natural homotopyI 
 �(K � L) h - �(K � L)between a�b and the identity, and it is proved that h satis�es some interchange relationswith respect to a and b.For simplicial sets K, L, M the deformation retraction h induces two distinct defor-mation retractions of �(K�L�M) onto �K
�L
�M . However these are themselveshomotopy equivalent. In fact there is shown to be a coherent system of such homotopies3



in each dimension; if K0; K1; : : : ; Kr are simplicial sets, then the homotopy coherenceinformation is recorded by an r-fold homotopyI
r 
 �(K0 �K1 � : : :�Kr) - �(K0 �K1 � : : :�Kr)satisfying certain boundary conditions.In chapter 3 we examine the usual de�nition of homotopy colimits in the categoryof categories [38] and of simplicial sets [4], and consider an alternative de�nition of thelatter which uses the Artin-Mazur diagonal of a bisimplicial set rather than the usualdiagonal. Thomason [38] showed that the nerve functor from Cat to simplicial setspreserves homotopy colimits up to weak homotopy equivalence. With the alternativede�nition we prove in theorem 3.2.12 that the nerve functor preserves homotopy colimitsup to isomorphism.We then de�ne a notion of homotopy colimits in the monoidal closed category ofcrossed complexes. We show that our �rst coend de�nition of homotopy colimits canbe rewritten in terms of the total complex of a particular simplicial crossed complex,as de�ned in chapter 1. The main result of this thesis is theorem 3.3.11 in which weuse the Eilenberg-Zilber theorem of chapter 2 to prove that the fundamental crossedcomplex functor from simplicial sets to crossed complexes preserves homotopy colimitsup to strong deformation retraction.We also recall that semidirect products of groups are given by the homotopy colimitinCat of the diagram corresponding to the group action. Applying the standard crossedresolution functor to the diagram and then taking the homotopy colimit in Crs, wethus obtain a crossed resolution of a semidirect product which is a deformation retractof the standard one. This is expressed in terms of a twisted tensor product of standardresolutions.In chapter 4 we use the Eilenberg-Zilber theorem to investigate a simplicial-set-enriched structure on the category of crossed complexes. We show that with respectto such a structure the nerve functor from crossed complexes to simplicial sets has asimplicial enrichment, but that the fundamental crossed complex functor only has anenrichment up to a system of higher homotopies given by those of section 2.3.2. We alsoinvestigate how the adjunction between the nerve and fundamental crossed complexfunctor behaves with respect to the simplicial enrichment. We do not present anyapplications of the results found here, although we expect a tidy treatment of homotopycolimits of lax functors into crossed complexes would rely on the structures presentedhere. Also this chapter is intended as input for the work by Brown, Golasi�nski, Porterand the author [7] in which a systematic treatment of equivariant homotopy theory forcrossed complexes is being developed.In the �nal chapter we give a tentative `low-tech' de�nition of homotopy colimits forlax/coherent diagrams of crossed complexes, taking our inspiration from [39] and [16].The implications for giving a small resolution of an arbitrary group extension are also4



discussed. We end with some remarks about possible future directions for the develop-ment of the work in this thesis.

5



Chapter 1Double Crossed Complexes1.0 IntroductionIn this chapter we introduce double crossed complexes as the \rank 2" generalisationof crossed complexes of groupoids. The fundamental crossed complex functorSimpSet � - Crsis extended to functors between the categories of bisimplicial sets, simplicial crossedcomplexes and double crossed complexes:BiSimpSet �(2) - Crs(2)�����������Crs *SimpCrs�Simp?and the tensor product of crossed complexes is extended to total crossed complexfunctors on the categories of simplicial crossed complexes and double crossed complexes:Crs(2)
SimpCrs S-Tot - Crs?TotThe structure of the chapter is as follows. In the �rst section, we recall the de�nitionsof categories, groupoids, crossed modules and crossed complexes. Also the de�nition ofa double category as a category internal to Cat is discussed. The notion of a doublecrossed complex is then introduced, as a crossed complex of groupoids internal to Crs.In the second section, we show how to associate a crossed module to a doublegroupoid, and extend this to a de�nition of the total crossed complex associated to a6



double crossed complex. A construction of a double crossed complex from a pair ofcrossed complexes is then given such that the associated total complex is their tensorproduct.In the third section, we begin by recalling the de�nitions of simplicial and cosim-plicial objects and the fundamental crossed complex functor on simplicial sets. Thisfunctor is then extended to the categories of bisimplicial sets and simplicial crossed com-plexes. We also de�ne the total crossed complex associated with a simplicial crossedcomplex.1.1 De�nitions1.1.1 Groupoids and crossed complexesWe begin by recalling some standard de�nitions.De�nition 1.1.1 A (small) category C consists of1. an object set Ob(C),2. a set of arrows (morphisms) Arr(C),3. source and target functions s; t from Arr(C) to Ob(C),4. a function Ob(C) e- Arr(C) which gives the identity arrow at an object,5. a partially de�ned function Arr(C) � Arr(C) m- Arr(C) which gives the com-posite of two arrows.We will usually write ex or 1x for e(x) and a � b or a � b for m(b; a). The data satisfythe following axioms:1. The composite a � b of two arrows is de�ned if and only if t(a) = s(b), and thens(a � b) = s(a) and t(a � b) = t(b),2. s(ex) = t(ex) = x for all x 2 Ob(C), and a � et(a) = es(a) � a = a for all a 2 ArrC,3. If either of a � (b � c) or (a � b) � c are de�ned then both are and they are equal.De�nition 1.1.2 A functor C F- D between two categories is given by a pair offunctions Ob(C) - Ob(D), Arr(C) - Arr(D) which commute with the source,target and identity functions of the two categories and which respect the compositions.For C a category and x; y 2 Ob(C), the set of arrows a such that s(a) = x andt(a) = y is written C(x; y) and termed a hom-set. If C(x; y) is empty whenever x; yare distinct (that is, if s = t), then C is termed totally disconnected.7



A groupoid is a category in which every morphism is an isomorphism, that is, forany arrow a there exists a (necessarily unique) arrow a�1 such that a � a�1 = es(a) anda�1 � a = et(a). A monoid is a category whose object set is a singleton, and a group isa monoid which is a groupoid.De�nition 1.1.3 Suppose C, D are two groupoids over the same object set and C istotally disconnected. Then an action of D on C is given by a partially de�ned functionArr(D)� Arr(C) �- Arr(C)(d; c) - cdwhich satis�es:1. cd is de�ned if and only if t(c) = s(d), and then t(cd) = t(d),2. (c1 � c2)d1 = cd11 � cd12 and (ex)d1 = ey,3. cd1�d21 = (cd11 )d2 and c1ex = c1,for all c1; c2 2 C(x; x); d1 2 D(x; y); d2 2 D(y; z).For example if C0 is the largest totally disconnected subcategory of a groupoid Cthen C acts on C0 by ac = c�1 �a�c. Note that de�nition 1.1.3 makes sense when C, Dare categories rather than groupoids. However we will not need this extra generality.Suppose D is a groupoid with object set O and C is a totally disconnected groupoidover O equipped with a D-action. If each group C(x; x) is abelian then C will betermed a D-module, and if C;C0 are D-modules then a functor C - C0 de�nes ahomomorphism of D-modules i� it is the identity on the object set and respects theactions of D. The category of D-modules and their homomorphisms will be writtenModD.De�nition 1.1.4 A crossed module of groupoids consists of a pair of groupoids C,Dover a common object set, with C totally disconnected, together with an action of Don C and a functor C �- D which is the identity on the object set and satis�es1. �(cd) = d�1 � �c � d,2. c�c0 = c0�1 � c � c0for c; c0 2 C(x; x); d 2 D(x; y).A crossed module of groups is a crossed module of groupoids as above in which C,D are groups.De�nition 1.1.5 A crossed complex of groupoids C is given by8



1. a crossed module of groupoids C2 �2- C1 with object set C0,2. for each i � 3, a C1-module Ci and a functor Ci �i- Ci�1 which is the identityon the object set and respects the C1-actions.These data satisfy the following conditions for i � 3:1. �i � �i�1 is zero, that is, maps ci 2 Ci to et(ci ) 2 Ci�2,2. the image of �2 acts trivially on Ci.A crossed complex of groups is a crossed complex of groupoids in which C0 is asingleton, and hence each Ci, i � 1, is a group.A crossed complex of groupoids is often written diagrammatically as follows. . . . . . . . . . .�5 - C4 �4 - C3 �3 - C2 �2 - C1 s -t - C0The category of crossed complexes of groupoids and their homomorphisms will bedenoted by Crs.1.1.2 Internal categories and double groupoidsIf C, D are two small categories, then their product C�D is that category with objectset Ob(C)�Ob(D) and set of arrows Arr(C)�Arr(D) and the structure maps de�nedcomponentwise. The internal hom object [C;D] is the category whose objects are allfunctors from C to D and whose arrows are the natural transformations between them.The category Cat of all small categories is complete, cocomplete and cartesian closed,as is the full subcategory Gpd of groupoids. In particular the completeness means thatinternal categories in Cat may be considered.De�nition 1.1.6 A category C internal to a category D is given by objects and mor-phisms Arr(C) s; t-�e Ob(C) Arr(C)�Ob(C) Arr(C) m- Arr(C)where Arr(C)�Ob(C) Arr(C) is the pullback in D of (s; t). These data are required tosatisfy1. e � s = 1 and e � t = 1, the identity morphism at Ob(C) in D,2. m � s = �2 � s and m � t = �1 � t, where �1; �2 are the projection maps from thepullback to Arr(C), 9



3. l � m = 1 and r � m = 1, where l; r are the maps to the pullback from Arr(C)induced by (1; s � e); (t � e; 1) respectively,4. (1; m) �m = (m; 1) �m.Thus a category internal to the category of sets is just a small category as in de�-nition 1.1.1. A category internal to the category of small categories is termed a doublecategory and may be de�ned more explicitly as follows:De�nition 1.1.7 A double category A is given by a set A of squares, sets A1; A2 ofhorizontal and vertical arrows, and a set A0 of vertices, and functions si; ti; ei for i = 1; 2as shown in the diagrams below:A s1 -t1 - A1 A � e1 A1
A2s2??t2 s1 -t1 - A0s2??t2 A2e26� e1 A06e2together with partially de�ned horizontal compositions �1:A� A! A, �1:A2 � A2 !A2, and vertical compositions �2:A�A! A, �2:A1�A1 ! A1, such that the followingaxioms are satis�ed:1. The horizontal data (A;A1; s1; t1; e1; �1) and (A2; A0; s1; t1; e1; �1) de�ne categorystructures.2. The vertical data (A;A2; s2; t2; e2; �2) and (A1; A0; s2; t2; e2; �2) de�ne categorystructures.3. The horizontal structure maps s1; t1; e1; �1 are functorial with respect to the ver-tical category structures (and hence vice-versa). That is(a) sisj = sjsi, titj = tjti and sitj = tjsi for fi; jg = f1; 2g.(b) si(a �j b) = sia �j sib for fi; jg = f1; 2g.(c) ti(a �j b) = tia �j tib for fi; jg = f1; 2g.(d) ei(a �j b) = eia �j eib for fi; jg = f1; 2g.(e) e1e2 = e2e1.(f) The horizontal and vertical compositions satisfy an interchange law | if theexpressions (a �1 b) �2 (c �1 d) and (a �2 c) �1 (b �2 d) are both de�ned, thenthey are equal. 10



A double groupoid is a double category in which all the category structures aregroupoids. Note that taking inverses in one direction is automatically functorial in theother. In the case that all the category structures are monoids, or groups, we have thefollowing well-known proposition.Proposition 1.1.8 Double monoids are abelian monoids.Proof: Suppose A = (A; f�1g; f�2g; f�0g) is a double monoid, and g; h 2 A. Thene1e2 = e2e1 gives e1�1 = e2�2 = � say, and sog �1 h = (g �2 �) �1 (� �2 h) = (g �1 �) �2 (� �1 h) = g �2 hg �1 h = (� �2 g) �1 (h �2 �) = (� �1 h) �2 (g �1 �) = h �2 gThus �1 = �2 and the multiplication is commutative. 21.1.3 Double crossed complexesThe category Crs of crossed complexes of groupoids is also complete, cocomplete andcartesian closed (see [26] for details of this last construction). In this section we intro-duce a notion of a double crossed complex of groupoids by considering crossed complexesof groupoids internal to the category Crs.De�nition 1.1.9 A double crossed complex of groupoids consists of1. A collection of sets Ci;j for i; j � 0,2. source, target and identity mapsCi;j s1; t1-� e1 C0;j Cj;i s2; t2-� e2 Cj;0for i � 1; j � 0, with s1 = t1 and s2 = t2 for i � 2,3. partially de�ned compositions and actionsCi;j � Ci;j �1- Ci;j C1;j � Ck;j �1- Ck;jCj;i � Cj;i �2- Cj;i Cj;1 � Cj;k �2- Cj;kfor i � 1; j � 0; k � 2,4. horizontal and vertical boundary mapsCi;j �hi - Ci�1;j Cj;i �vi - Cj;i�1for i � 2; j � 0. 11



These data are such that1. for each j � 0 the horizontal structure ((Ci;j)i�0; s1; t1; e1; �1; �1; (�hi )i�2) de�nes acrossed complex,2. for each i � 0 the vertical structure ((Ci;j)j�0; s2; t2; e2; �2; �2; (�vj )j�2) de�nes acrossed complex,3. the horizontal structure maps commute with the vertical structure maps. Thatis:(a) the functions s1; t1; e1; �h de�ne crossed complex morphisms between the ver-tical crossed complexes, as do s2; t2; e2; �v between the horizontal ones,(b) for each i; j � 1 the structure (Ci;j; C0;j; Ci;0; C0;0; (sk; tk; ek; �k)k=1;2) de�nesa double groupoid,(c) the horizontal and vertical actions satisfy an interchange law | if the expres-sions �2(�1(r; q); �1(p; a)) and �1(�2(r; p); �2(q; a)) are both de�ned, thenthey are equal.A double crossed complex of groupoids may be represented diagrammatically asfollows . . . . . . . . . .�h4 - C3;3?... �h3 - C2;3?... �h2 - C1;3?... s1 -t1 - C0;3?...
. . . . . . . . . .�h4 - C3;2�v3? �h3 - C2;2�v3? �h2 - C1;2�v3? s1 -t1 - C0;2�v3?
. . . . . . . . . .�h4 - C3;1�v2? �h3 - C2;1�v2? �h2 - C1;1�v2? s1 -t1 - C0;1�v2?
. . . . . . . . . .�h4 - C3;0s2??t2 �h3 - C2;0s2??t2 �h2 - C1;0s2??t2 s1 -t1 - C0;0s2??t2The category of double crossed complexes of groupoids and their homomorphismswill be written Crs(2).A reduced double crossed complex consists of a double crossed complex as de�nedabove such that the set C0;0 is a singleton. Note that this is not the same as a crossed12



complex of groups internal to the category of crossed complexes of groups, in which Ci;0and C0;i are singletons for all i � 0 and hence Ci;j is an abelian group for all i; j � 1.Our intention is to show that the double crossed complex plays a rôle similar tothat of the bichain complex in the abelian situation, or to that of the bisimplicial set.Note that taking the diagonal of a double crossed complex does not de�ne a crossedcomplex as we might have liked. In the next section, however, we will see that thereis an appropriate notion of a codiagonal or total crossed complex of a double crossedcomplex.1.2 Some Algebraic Constructions1.2.1 The total module of a double groupoidIf C, D are categories over a common object set O, then the free product of C andD, written C �O D, is the coproduct of C and D in the category CatO of categoriesover O and functors which are the identity on objects. Alternatively, writing O for thesubcategory of C and D with object set O and no non-identity arrows, the free productmay be de�ned as the following pushout in CatO � - C
D?
\
. . . . . . .- C �O D?

.........De�nition 1.2.1 Suppose that A = (A;A1; A2; A0) is a double groupoid. Then de�nethe total crossed module of A to be the crossed module C �- D where D is thegroupoid A1 �A0 A2. The crossed D-module C has generators a corresponding to thesquares in A with source and target functions both given by t1t2, identities given bye1e2 and the boundary map given bya �- t1a�1 � s2a�1 � s1a � t2a;which are subject to the relationsa1 � at2a12 = a2 �1 a1 if s1a1 = t1a2;at1a21 � a2 = a1 �2 a2 if t2a1 = s2a2:for a1; a2 2 A.
13



The base points, boundary maps and composition relations for C may be seengeometrically from the following diagrams:� t2a -�a�s1a6� s2a�1 �?t1a�1 � � t2a1 -�a2 a1� ��1 �
� �a2� �2 �6t1a2a1� �We will see below that this de�nition of the total crossed module generalises aconstruction of Brown and Higgins which associates a crossed module to a pair ofgroupoids.1.2.2 The total complex of a double complexSuppose D1, D2 are groupoids over a common object set O. Then a functor D1 f- D2which is the identity on O induces a functorModD2 f�- ModD1 . If C is a D2-modulethen the module f �(C) has the same underlying groupoid as C and D1 acts on this by(d; c) - cf(d).The left adjoint f� to the functor f � de�nes the induced module construction. If Cis a D1-module then the induced module f�(C) may be de�ned as follows. Let E bethe totally disconnected category over O generated by arrows (c; d) 2 E(y; y) for allc 2 C(x; x); d 2 D2(x; y), subject to the relations1. (c1; d) � (c2; d) = (c1 � c2; d),2. (ex; d) = ey,3. (c; f(d1) � d2) = (cd1 ; d2),4. (c; d) � (c0; d0) = (c0; d0) � (c; d)where c; c1; c2 2 C(x; x); c0 2 C(w;w); d; d1 2 D(x; y); d2 2 D(y; z); d0 2 D(w; y).Then D2 acts on E by (c; d)d2 = (c; d � d2), and this de�nes f�(C).If C �- D1 is a crossed module and f is as above, then an induced crossed D2-module f�C may also be de�ned [8]. Let E be the category-with-D2-action given by thesame presentation as in the previous paragraph except that the commutativity relation(4) is replaced by40: (c0; d0)�1 � (c; d) � (c0; d0) = (c; d � d0�1 � f�(c0) � d0)14



Then the induced crossed module f�C isE � - D2(c; d) - d�1 � f�(c) � dIn particular, if D is the free product D1 �OD2 and C a (crossed) module over D1,say, then we write C� for the induced (crossed) module over D.We can now introduce a total complex functor on the category of double crossedcomplexes of groupoids. Crs(2) Tot- CrsSuppose C is a double crossed complex. Then the associated total complex is thecrossed complex Tot(C) de�ned as follows� The set Tot(C)0 = O is given by C0;0.� The groupoid Tot(C)1 = P is given by the free product of C1;0 and C0;1 over O.� The crossed module �2: Tot(C)2 ! P is given by the coproduct of the inducedcrossed P -modules C�2;0 and C�0;2 and the total crossed P -module associated to thedouble groupoid (C1;1; C0;1; C1;0; C0;0) as discussed in section 1.2.1.� For m � 3, the abelian P -module Tot(C)m is de�ned as the coproduct of abelianP -modules M0;M1; : : : ;Mm. Each Mi is in turn de�ned from a P -module Ni byimposing the relation a�2b = a for all a 2 Ni; b 2 Tot(C)2 such that t(a) = t(b).The P -modules N0; Nm are given by the induced modules C�m;0; C�0;m respectively.For 1 � i � m � 1 we give the abelian P -module Ni in terms of generators andrelations. Generators a of Ni correspond to elements of Cm�i;i, with source andtarget functions given by t1t2 and identities by e1e2. In the case i = 1 these aresubject to the relations at2b = �1(b; a) if t1a = s1b;a1 � a2 = a1 �1 a2 if t1a1 = t1a2;at1a21 � a2 = a1 �2 a2 if t2a1 = s2a2for a; a1; a2 2 Cm�1;1; b 2 C1;1, and in the case i = m� 1 to the relationsat1b = �2(b; a) if t2a = s2b;a1 � at2a12 = a2 �1 a1 if s1a1 = t1a2;a1 � a2 = a1 �2 a2 if t2a1 = t2a2for a; a1; a2 2 C1;m�1; b 2 C1;1. For 2 � i � m� 2 the relations areat2b1 = �1(b1; a) if t1a = s1b1;at1b2 = �2(b2; a) if t2a = s2b2;a1 � a2 = a1 �1 a2 if t1a1 = t1a2;a1 � a2 = a1 �2 a2 if t2a1 = t2a215



where a; a1; a2 2 Cm�i;i; b1 2 C1;i; b2 2 Cm�i;1. The boundary map �m is themodule homomorphism induced by the functions Ni - Tot(C)m�1 given ongenerators bya - 8>>>>>><>>>>>>: �hma for i = 0�vma for i = m�hm�1a � ((t2a)�1 � (s2a)t1a)(�1)m�1 for i = 1((t1a)�1 � (s1a)t2a) � (�vm�1a)�1 for i = m� 1�hm�ia � (�vi a)(�1)m�i for 2 � i � m� 2Collecting the various formul� together we can give the following de�nition of Totin terms of generators and relations.Proposition 1.2.2 Suppose C is a double crossed complex of groupoids. Then Tot(C)is the crossed complex of groupoids given by generators ci;j 2 Tot(C)n for all ci;j 2 Ci;jwith n = p+ q, satisfying the following relations1. sc1;0 = s1c1;0sc0;1 = s2c0;1tci;0 = t1ci;0 for i � 1tc0;j = t2c0j for j � 1tci;j = t1t2ci;j for i; j � 12. �2c1;1 = (t1c1;1)�1 � (s2c1;1)�1 � s1c1;1 � t2c1;1�ici;0 = �hi ci;0 for i � 2�jc0;j = �vj c0;j for j � 2�i+1ci;1 = �hi ci;1 � ((t2ci;1)�1 � (s2ci;1)t1ci;1 )(�1)i for i � 2�j+1c1;j = ((t1c1;j)�1 � (s1c1;j)t2c1;j ) � (�vj c1;j)�1 for j � 2�i+jci;j = �hi ci;j � (�vj ci;j)(�1)i for i; j � 23. �1(c1;j; ci;j) = ct2c1;ji;j for i � 2�2(ci;1; ci;j) = ct1ci;1i;j for j � 24. c1;j �1 c01;j = c01;j � ct2c01;j1;j for j � 1ci;j �1 c0i;j = ci;j � c0i;j for j = 0 or i � 2ci;1 �2 c0i;1 = ct1c0i;1i;1 � c0i;1 for i � 1ci;j �2 c0i;j = ci;j � c0i;j for i = 0 or j � 21.2.3 Tensor products and double complexesIn this section we will consider a functorCrs�Crs 
(2)- Crs(2)whose composite with the functor Tot de�ned above gives the tensor product of crossedcomplexes as de�ned in [12]. 16



De�nition 1.2.3 Suppose C, D are crossed complexes. Then the double crossed com-plex C 
(2) D is de�ned as follows� Each set (C 
(2) D)i;j is given by the cartesian product Ci �Dj. Elements (c; d)will be written c
 d.� The horizontal crossed complex structures are de�ned by the crossed complexstructure on C and the vertical structures by that on D. That iss1(c
 d) = s(c)
 d s2(c
 d) = c
 s(d)t1(c
 d) = t(c)
 d t2(c
 d) = c
 t(d)e1(c
 d) = e(c)
 d e2(c
 d) = c
 e(d)(c
 d) �1 (c0 
 d) = (c � c0)
 d (c
 d) �2 (c
 d0) = c
 (d � d0)�1(c1 
 d; c
 d) = cc1 
 d �2(c
 d1; c
 d) = c
 dd1�hi (c
 d) = �i(c)
 d �vj (c
 d) = c
 �j(d)where de�ned.Proposition 1.2.4 The above de�nitions for the structure maps of C 
(2) D are con-sistent with the double crossed complex axioms.Proof: Clear. As an illustration, note that t1(c 
 d) = s1(c0 
 d0) implies d = d0 aswell as tc = sc0, so we are indeed able to de�ne the horizontal compositions by those ofC. We are actually using the fact that the coproduct of crossed complexes of groupoids(but not of crossed complexes of groups) is given by disjoint union, and so the copowercan be de�ned by a cartesian product. 2We now de�ne the tensor product C 
D of two crossed complexes C, D to be thetotal complex of C 
(2) D. More explicitly, we have the following presentation.Proposition 1.2.5 Given crossed complexes of groupoids C;D, the tensor product C
D is the crossed complex of groupoids given by generators ci 
 dj 2 (C 
D)i+j for allci 2 Ci, dj 2 Dj, satisfying the following relations1. s(c1 
 d0) = sc1 
 d0s(c0 
 d1) = c0 
 sd1t(ci 
 d0) = tci 
 d0 for i � 1t(c0 
 dj) = c0 
 tdj for j � 1t(ci 
 dj) = tci 
 tdj for i; j � 12. �2(c1 
 d1) = (tc1 
 d1)�1 � (c1 
 sd1)�1 � sc1 
 d1 � c1 
 td1�i(ci 
 d0) = �ici 
 d0 for i � 2�j(c0 
 dj) = c0 
 �jdj for j � 2�i+1(ci 
 d1) = �ici 
 d1 � �(ci 
 td1)�1 � (ci 
 sd1)tci
d1�(�1)i for i � 2�j+1(c1 
 dj) = �(tc1 
 dj)�1 � (sc1 
 dj)c1
tdj� � (c1 
 �jdj)�1 for j � 2�i+j(ci 
 dj) = �ici 
 dj � (ci 
 �jdj)(�1)i for i; j � 217



3. cc1i 
 dj = (ci 
 dj)c1
tdj for i � 2ci 
 dd1j = (ci 
 dj)tci
d1 for j � 24. ci 
 (d1 � d01) = (ci 
 d1)tci
d01 � ci 
 d01 for i � 1ci 
 (dj � d0j) = ci 
 dj � ci 
 d0j for i = 0 or j � 2(c1 � c01)
 dj = c01 
 dj � (c1 
 dj)c01
tdj for j � 1(ci � c0i)
 dj = ci 
 dj � c0i 
 dj for j = 0 or i � 2Proof: Follows directly by substitution of the de�nitions of 1.2.3 into the formul� ofproposition 1.2.2. 2It should be noted that our de�nition of Tot in the previous section was guided bythe principle that the de�nitions of the tensor product in Crs given here and in [12]should agree.Remark 1.2.6 IfG,H are groupoids, then we may form a double groupoid from themby considering Arr(G)� Arr(H) -- Ob(G)� Arr(H)
Arr(G)� Ob(H)?? -- Ob(G)� Ob(H)??with the horizontal structure maps induced from G and the vertical ones from H. It isclear in this case that the associated total crossed module, as de�ned in section 1.2.1,is precisely that encountered previously by Brown and Higgins in [12] as the tensorproduct of G, H regarded as crossed complexes which are trivial above dimension one.1.3 Functors from Simplicial Categories1.3.1 Simplicial setsLet � be the category with objects the ordered sets [n] = f0 < 1 < � � � < ng for n � 0and arrows the order preserving functions between them. Recall that the arrows arein fact generated by the injections d(i) : [n � 1] ! [n] (0 � i � n) which miss out theith element and the surjections s(i) : [n + 1] ! [n] (0 � i � n) which repeat the ithelement.A simplicial object in a category C is a functor C� from �op to C. Equivalently, byconsidering the images under C� of [n], d(i), and s(i), a simplicial object may be givenby a family of objects (Cn) of C together with arrows di : Cn ! Cn�1 (face maps) and18



si : Cn ! Cn+1 (degeneracy maps) in C which satisfy the usual simplicial relations:didj = dj�1di for i < jdisj = 8><>: sj�1di for i < jid for i = j or i = j + 1sjdi�1 for i > jsisj = sj+1si for i � jWe will write SimpC for the category [�op;C] of simplicial objects in C.Similarly a cosimplicial object C� : � ! C may be given by a family of objects(Cn) and coface and codegeneracy arrows di, si satisfying the dual relations.In particular, we will consider the category of simplicial objects in Set, the categoryof sets, together with the fundamental crossed complex functorSimpSet �- Crsfrom simplicial sets to crossed complexes which is de�ned as follows:De�nition 1.3.1 For K� a simplicial set, �(K�) is the crossed complex C generatedby [an] 2 Cn for all n-simplices an 2 Kn, such that the following relations hold:[s0a0] = e[a0] in �(K�)1[sian] = et[an ] in �(K�)n+1 for n � 1s[a1] = [d1a1]t[an] = [dn0an] for n � 1�2[a2] = [d0a2]�1 � [d2a2]�1 � [d1a2]�3[a3] = [d1a3] � [d2a3]�1 � [d0a3]�1 � [d3a3][d0d1a3]�n[an] = n�1Yi=0 [dian](�1)i+1 � �[dnan][d0d1:::dn�2an ]�(�1)n+1 for n � 4We will often omit the brackets around the generators.The �rst two relations say that degenerate simplices in eachKn may be ignored. Theother relations are boundary relations and are often known as the homotopy addition
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theorem [41, IV.6]. They may be seen geometrically as followsd1a1� a1 -� d0a1�





d1a2 � JJJJJJd0a�12̂a2�� d2a�12 �
d1a3............U����������* MBBBBBBBBBBBBB

YHHHHHHHHHd0d1a3� -�QQQQQQQQQQQQQs
d2a�13 d0a�13�������

���...........�d3a3 �Note that other equivalent presentations of the functor may be given by choosingalternative basepoints or signs for the generators. The presentation given here is thatwhich leads to the tidiest formul� later.1.3.2 Simplicial crossed complexesWe now consider the category SimpCrs of simplicial objects in the category of crossedcomplexes of groupoids. To �x the notation we shall consider the crossed complexstructures as being `horizontal' and the simplicial structures as being `vertical', as inthe following de�nition.De�nition 1.3.2 A simplicial crossed complex (of groupoids) C is given by1. A collection of sets Ci;j for i; j � 0,2. source, target and identity mapsCi;j s; t -� e C0;jfor i � 1; j � 0, with s = t for i � 2,3. partially de�ned compositions and actionsCi;j � Ci;j � - Ci;j C1;j � Ck;j �- Ck;jfor i � 1; j � 0; k � 2,4. (horizontal) boundary maps Ci;j �i - Ci�1;jfor i � 2; j � 0, 20



5. (vertical) face maps and degeneracy mapsCi;j+1 dp -� sq Ci;jfor i; j � 0; 0 � p � j + 1; 0 � q � j.These data are such that1. for each j � 0 the horizontal structure ((Ci;j)i�0; s; t; e; �; �; (�i)i�2) de�nes acrossed complex of groupoids,2. for each i � 0 the vertical structure ((Ci;j)j�0; (dp); (sq)) de�nes a simplicial set,3. the face and degeneracy maps de�ne homomorphisms between the horizontalcrossed complex structures.Note that the (horizontal) source maps s should not be confused with the (vertical)degeneracy maps sq.The formul� of de�nition 1.3.1 may also be used to also de�ne a functorSimpCrs �Crs - Crs(2)from the category of simplicial crossed complexes to the category of double crossedcomplexes, simply by taking the de�nition of � internal to the category Crs. If Cis a simplicial crossed complex, then �Crs(C) has vertical crossed complexes struc-tures given by applying � to the simplicial sets ((Ci;j)j�0; (dp); (sq)) for each i � 0,and horizontal crossed complex structures those induced from the crossed complexes((Ci;j)i�0; s; t; e; �; �; (�i)i�2) for each j � 0.A bisimplicial object C�;� in a category C is a simplicial object in SimpC, oralternatively a functor �op ��op ! C. We will write Cm;n for the image of ([m]; [n])under C�;�, and de�ne the horizontal and vertical face and degeneracy maps dhi , shi ,dvi , svi by the images of (d(i); 1), (s(i); 1), (1; d(i)), (1; s(i)) respectively. The category[�op ��op;C] of all such bisimplicial objects will be denoted BiSimpC.Note we can de�ne a functorBiSimpSet �Simp- SimpCrsfrom bisimplicial sets to simplicial crossed complexes by taking de�nition 1.3.1 internalto the category of simplicial sets. Furthermore the composite functor �Simp � �Crs givesthe fundamental double crossed complex of a bisimplicial setBiSimpSet �(2) - Crs(2)21



If K, L are simplicial sets then we can form a bisimplicial set which in dimension(i; j) has the set Ki � Lj, with the horizontal face and degeneracy maps coming fromK and the vertical ones from L. This gives a functorSimpSet� SimpSet �(2) - BiSimpSetNote that the following diagram commutes:SimpSet� SimpSet �(2) - BiSimpSet
Crs�Crs� � �? 
(2) - Crs(2)?�(2)1.3.3 The total complex of a simplicial crossed complexSuppose C is a simplicial crossed complex as in de�nition 1.3.2. We have seen abovehow to de�ne a double crossed complex �Crs(C) from C. We can therefore make thefollowing de�nition:De�nition 1.3.3 The (simplicial) total functor from simplicial crossed complexes tocrossed complexes is the composite of the functor �Crs and the total crossed complexfunctor de�ned in section 1.2.2.SimpCrs S-Tot - Crs@@@@@�Crs R �����Tot�Crs(2)This construction will play an important part in the de�nition of homotopy colimitsof crossed complexes in chapter 3.We have immediatelyProposition 1.3.4 The following diagram commutesBiSimpSet �(2) - Crs(2)
SimpCrs�Simp? S-Tot - Crs?Tot22



Proof: Since S-Tot = �Crs �Tot and �(2) = �Simp � �Crs, the result follows by associa-tivity of functor composition. (Diagrammatically: putting in the diagonal arrow%�Crsgives two commutative triangles). 2We can also present the total complex of a simplicial crossed complex in terms ofgenerators and relations.Proposition 1.3.5 Suppose C is a simplicial crossed complex of groupoids. ThenS-Tot(C) is the crossed complex of groupoids given by generators [ci;j] 2 S-Tot(C)nfor all ci;j 2 Ci;j with n = i + j, satisfying the following relations1. [s0c0;0] = e[c0;0 ] in S-Tot(C)1[skci;j] = et[ci;j ] in S-Tot(C)i+j+1 for i + j � 1; 0 � k � j2. s[c1;0] = [sc1;0]s[c0;1] = [d1c0;1]t[c0;j] = [dj0c0;j] for j � 1t[ci;j] = [tdj0ci;j] for i � 1 ; j � 03. �i[ci;0] = [�ici;0] for i � 2�2[c0;2] = [d0c0;2]�1 � [d2c0;2]�1 � [d1c0;2]�3[c0;3] = [d1c0;3] � [d2c0;3]�1 � [d0c0;3]�1 � [d3c0;3][d20c0;3 ]�j[c0;j] = j�1Yk=0[dkc0;j](�1)k+1 � �[djc0;j][dj�10 c0;j ]�(�1)j+1 for j � 4�2[c1;1] = [tc1;1]�1 � [d1c1;1]�1 � [sc1;1] � [d0c1;1]�i+1[ci;1] = [�ici;1] � �[d0ci;1]�1 � [d1ci;1][tci;1 ]�(�1)i for i � 2�3[c1;2]= [d0c1;2] � [sc1;2][d0d1c1;2 ] � [d1c1;2]�1 � [tc1;2]�1 � [d2c1;2][td0c1;2 ]�j+1[c1;j] = �[tc1;j]�1 � [sc1;j][dj0c1;j ]�� j�1Yk=0[dkc1;j](�1)k � �[djc1;j][tdj�10 c1;j ]�(�1)j for j � 3�i+j[ci;j] = [�ici;j]� j�1Yk=0[dkci;j](�1)i+k+1 � �[djci;j][tdj�10 ci;j ]�(�1)i+j+1 for i; j � 24. [�(c1;j; ci;j)] = [ci;j][dj0c1;j ] for i � 25. [c1;j � c01;j] = [c01;j] � [c1;j][dj0c01;j ] for j � 1[ci;j � c0i;j] = [ci;j] � [c0i;j] for j = 0 or i � 2Proof: Fairly routine. The least straight-forward boundary relation is that for �3[c1;2]in Tot �Crs(C). In �Crs(C) we have�v2 [c1;2] = [d0c1;2]�1 �2 [d2c1;2]�1 �2 [d1c1;2]23



where the inverses are with respect to �2. Using the relation c1;1 �2 c01;1 = ct1c01;11;1 � c01;1from proposition 1.2.2 we see that �2-inverse of c1;1 is given by taking �c1;1(tc1;1 )�1��1 inthe total complex, and the above boundary relation becomes�v2 [c1;2] = �[d0c1;2][td0c1;2 ]�1�[td2c1;2 ]�1�[td1c1;2 ]��1 � �[d2c1;2][td2c1;2 ]�1�[td1c1;2 ]��1 � [d1c1;2]Note that this is just�v2 [c1;2] = �[d0c1;2]�2[tc1;2 ]��1 � �[d2c1;2][td0c1;2 ]��2[tc1;2 ]��1 � [d1c1;2]Substituting this into the relation�3c1;2 = �(t1c1;2)�1 � (s1c1;2)t2c1;2� � (�v2c1;2)�1from proposition 1.2.2, and recalling the crossed complex axiom a�12 b2a2 = b�2a22 , we getthe required result. 2
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Chapter 2The Eilenberg-Zilber Theorem2.0 IntroductionIn this chapter we prove the Eilenberg-Zilber theorem for crossed complexes: givensimplicial sets K, L, there are natural homomorphisms�K 
 �L b -� a �(K � L)such that b � a is the identity, and a homotopyI 
 �(K � L) h - �(K � L)between a � b and the identity. Associativity and interchange relations for a, b and hare also proved.We also show that any homotopy between an idempotent crossed complex endo-morphism and the identity may be replaced by a homotopy which satis�es certainside-conditions, and in particular if h is the deformation retraction of the Eilenberg-Zilber theorem we may assume that the corresponding degree one map � : x 7! h(�
x)satis�es �2(x) = e; �(b(x)) = e; a(�(x)) = e; ���(x) = (�(x))�1The Eilenberg-Zilber theorem is also shown to extend to give r-fold homotopiesI
r 
 �(K0 � : : :�Kr) - �(K0 � : : :�Kr)satisfying certain boundary relations.The structure of the chapter is as follows. In the �rst section, we begin with areview of the de�nitions of homotopy in Crs. This is essentially an exposition ofmaterial dating back to [42]. A splitting homotopy is then de�ned, and it is proved thatany homotopy between an idempotent endomorphism and the identity may be replacedby a splitting homotopy. This result for chain complexes may be found in [30].25



In the second section, we de�ne the diagonal approximation map a and the shu�ehomomorphism b. We prove that b is a one-sided inverse to a, and that a and b areassociative and satisfy an `interchange' relation. Some connection is shown betweenthe Artin-Mazur diagonal of a bisimplicial set and the diagonal approximation map a,and between a and a construction by Brown and Gilbert of a simplicial group from abraided regular crossed module.In the third section the homotopy h between a � b and the identity is de�ned, usingsimplicial operators for the high-dimensional work as in the chain complex situation.We also show that h satis�es four interchange relations with respect to a and b, two ofwhich in the chain complex case were shown by Shih [33]. We then use these relationsto show that the higher homotopies on �(K0� : : :�Kr) induced by h form a coherentsystem.2.1 Homotopy Theory of Crossed Complexes2.1.1 Homotopy of morphismsLet I be the groupoid 0 � -� ��1 1with object set O = f0; 1g and non-identity arrows �: 0! 1 and its inverse ��1: 1! 0.We will often regard I as a crossed complex which in dimensions � 2 has only thetrivial groupoid over O. Given any crossed complex C note that there are naturalmonomorphisms C i0 -i1 - I 
 Cde�ned on generators by i�: c 7! �
 c for � = 0 or 1.De�nition 2.1.1 Suppose C;D are crossed complexes, and f; g:C ! D are homomor-phisms between them. A homotopy h from f to g, written h: f ' g, is given by a crossed
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complex homomorphism h: I 
 C ! D such that the following diagram commutesC	������i0 @@@@@@f RI 
 C h - DI@@@@@@i1 ������g �CThe following proposition is standard.Proposition 2.1.2 The relation of homotopy given by ' is an equivalence relation.Proof: For reexivity, we note that i0 and i1 have a common one-sided inverse e givenby the homomorphism I 
 C e - Cwhich maps 0
 cn and 1
 cn to cn and maps �
 cn to the identity at tcn in Cn+1. Thusif f : C ! C is a crossed complex homomorphism, the composite of e with f de�nes ahomotopy f ' f which we will write as 0f .For symmetry we use the non-trivial automorphism of I which induces a homomor-phism I 
 C s- I 
 Cmapping � 
 c to ��1 
 c. Thus if h is a homotopy f ' g, the composite of s with hde�nes a homotopy g ' f which we will write as h.For transitivity we consider (vertical) composition of homotopies. Let J be thegroupoid 0 | -� |�1 1 � -� ��1 2with three objects 0; 1; 2 and non-identity arrows | : 0! 1 and � : 1! 2 together withtheir inverses and composites. As usual J may be regarded as a crossed complex whichis trivial in dimensions � 2. Given crossed complex homomorphisms f0; f1; f2 : C ! Dand homotopies h1: f0 ' f1 and h2: f1 ' f2 their vertical composite h1�h2 is a homotopyf0 ' f2 de�ned by I 
 C t
 id - J 
 C h1 _ h2 - D27



where t is given by � 7! |�� and h1_h2 is given by |
c 7! h1(�
c) and �
c 7! h2(�
c).2 Moreover, ' is a congruence. Suppose f is a crossed complex morphism C ! Dand k is a homotopy g0 ' g1:D ! E. Then we get f � g0 ' f � g1 by considering the`horizontal' composite homotopy fk de�ned byI 
 C id
 f - I 
D k - ESimilarly if h is a homotopy f0 ' f1:C ! D and g is a morphism D ! E we can de�nea homotopy hg from f0 � g to f1 � g byI 
 C h - D g - EUsing these de�nitions, we can de�ne the horizontal composite h�k of the homotopiesh and k as the vertical composite of hg0: f0 � g0 ' f1 � g0 and f1k: f1 � g0 ' f1 � g1.Equivalently, let d be the map I d - I 
 Ide�ned by � 7! (0
 �) � (�
 1). Then h � k may be de�ned directly as the homotopyI 
 C d
 id- I 
 I 
 C id
 h- I 
D k - EProposition 2.1.3 The homotopy constructions described above satisfy the followingrelations:1. h1 � (h2 � h3) = (h1 � h2) � h32. h1 � (h2 � h3) = (h1 � h2) � h33. 0f0 � h = h � 0f1 = h4. fh = 0f � h and hg = h � 0g5. h � h = 0f0 and h � h = 0f16. h � k = k � h.7. h � (k1 � k2) = (h � k1) � (0f1 � k2) and (h1 � h2) � k = (h1 � 0g0) � (h2 � k).Proof: Clear. 2Note that the full interchange law between the horizontal and vertical compositionsdoes not hold in general and neither does h � k = h � k. This is because there are28



actually two choices for the de�nition of horizontal composition of homotopies, givenby hg0�f1k and f0k�hg1. These are not in general equal, although as morphisms they arethemselves homotopic. Similarly there are two `diagonal approximations' d: I ! I 
Igiven by � 7! (0
 �) � (�
1) and � 7! (�
0) � (1
 �). The non-trivial homotopy betweenthese possible choices is what leads to Steenrod squares, etc.The notion of homotopy may also be translated into statements about the elementsof C and D. The formul� which result date back to J.H.C. Whitehead [42].Proposition 2.1.4 Specifying a homotopy h: f ' g is equivalent to specifying the mor-phism g together with a degree one map (�n:Cn ! Dn+1) which satis�es the followingt(�0c0) = gc0t(�ncn) = t(gcn) for n � 1�n(cnc1) = (�ncn)gc1 for n � 2�1(c1 � c01) = (�1c1)gc01 � �1c01�n(cn � c0n) = �ncn � �nc0n for n � 2The morphism f is then completely determined bys(�0c0) = fc0�2(�1c1) = (gc1)�1 � (�0sc1)�1 � fc1 � �0tc1�n+1(�ncn) = (gcn)�1 � (fcn)�0tcn � (�n�1�ncn)�1 for n � 2Proof: Consider an arbitrary homomorphism I 
 C h- D. The relations of propo-sition 1.2.5 imply that for all cn; c0n 2 Cn, h must satisfy the following1. sh(�
 c0) = h(0
 c0)th(�
 c0) = h(1
 c0)th(�
 cn) = h(1
 tcn)2. �2h(�
 c1) = h(1
 c1)�1 � h(�
 sc1)�1 � h(0
 c1) � h(�
 tc1)�n+1h(�
 cn) = h(1
 cn)�1 � h(0
 cn)h(�
tcn) � h(�
 �ncn)�1 for n � 23. h(�
 cnc1) = h(�
 cn)h(1
c1) for n � 24. h(�
 (c1 � c01)) = h(�
 c1)h(1
c01) � h(�
 c01)h(�
 (cn � c0n)) = h(�
 cn) � h(�
 c0n) for n � 2The proposition then follows by writing f , g for the homomorphismscn f - h(0
 cn) cn g - h(1
 cn)and � for the degree one map cn �n- h(�
 cn). 2The de�nitions of vertical and horizontal composition of homotopies may be simi-larly translated by considering the expansion of the expression (| � �)
 cn.29



2.1.2 Strong deformation retractions and splitting homotopiesDe�nition 2.1.5 Two crossed complexes C;D are homotopy equivalent if there existhomomorphisms f : C ! D and g : D ! C together with homotopies h : f � g ' idCand k : g � f ' idD.Since the notion of a homotopy from an endomorphism to the identity plays such alarge rôle, we make the following de�nition.De�nition 2.1.6 A derivation �:C ! C is a degree one map (�n:Cn ! Cn+1) whichsatis�es the following t(�0c0) = c0t(�ncn) = t(cn) for n � 1�n(cnc1) = (�ncn)c1 for n � 2�1(c1 � c01) = (�1c1)c01 � �1c01�n(cn � c0n) = �ncn � �nc0n for n � 2Corollary 2.1.7 Given f :C ! C, a homotopy h from f to the identity is given by aderivation �:C ! C such thatfc0 = s�0c0fc1 = �0sc1 � c1 � �2�1c1 � (�0tc1)�1fcn = (cn � �n+1�ncn � �n�1�ncn)(�0tcn)�1 for n � 2Proof: Follows by substituting g = id into proposition 2.1.4 and by de�nition of aderivation. 2Most of the derivations and homotopies we meet will be of a special kind, satisfyingcertain `side-conditions'.Proposition 2.1.8 Let f be an endomorphism of a crossed complex C and h a homo-topy f ' idC corresponding to a derivation �. Suppose further that �1�0c0 = ec0 and�n+1�ncn = etcn for n � 1. Thenf�0c0 = �0fc0 = �0s�0c0and f�ncn = �nfcn = (�ncn � �n�n+1�ncn)(�0tcn)�1 for n � 1Thus if any one of1. f�0c0 = efc0 and f�ncn = etfcn for n � 12. �0fc0 = efc0 and �nfcn = etfcn for n � 13. �0s�0c0 = efc0 and �n�n+1�ncn = (�ncn)�1 for n � 130



hold, then all three hold, and furthermore f is idempotent.Proof: From the formul� for f in corollary 2.1.7 we getf�0c0 = �0s�0c0 � �0c0 � �2�1�0c1 � (�0c0)�1f�ncn = (�ncn � �n+2�n+1�ncn � �n�n+1�ncn)(�0tcn)�1�0fc0 = �0s�0c0�1fc1 = (�1�0sc1)c1��2�1c1�(�0tc1)�1 � (�1c1)�2�1c1�(�0tc1)�1� (�1�2�1c1)(�0tc1)�1 � ((�1�0tc1)�1)(�0tc1)�1�nfcn = (�ncn � �n�n+1�ncn � �n�n�1�ncn)(�0tcn)�1Since the �2 terms disappear we get the �rst four equalities as required, and from thesethe equivalence of the three conditions is clear. Under such conditions f 2 = f followsby some further routine manipulation of the formul� of the corollary. 2De�nition 2.1.9 A splitting homotopy is a homotopy h: f ' id for which the associ-ated derivation � satis�es�1�0c0 = ec0 and �n+1�ncn = etcn for n � 1�0s�0c0 = efc0 and �n�n+1�ncn = (�ncn)�1 for n � 1As a consequence of proposition 2.1.8, the additional relations fh = 0f , hf = 0f andf � f = f hold automatically for a splitting homotopy.Proposition 2.1.10 Suppose h is a homotopy f ' id which satis�es fh = 0f andhf = 0f . Then the corresponding derivation � satis�es(�1�2�1c1)�1 = �1c1 � �3�2�1c1 = (�1�0tc1)�1 � (�1�0sc1)c1��2�1c1 � �1c1(�n�n+1�ncn)�1 = �ncn � �n+2�n+1�ncn = �n�n�1�ncn � �ncn for n � 2Furthermore, the degree one map �0 de�ned by�00(c0) = �0(c0)�0n(cn) = (�n�n+1�ncn)�1 for n � 1is a derivation corresponding to a splitting homotopy h0: f ' id.Proof: The equalities of the �rst part follow from the formul� in the proof of propo-sition 2.1.8 and the triviality of f� and �f . The functions �0 clearly de�ne a derivationf 0 ' id, where f 0 is given byf 0c0 = s�0c0f 0c1 = �0sc1 � c1 � (�2�1�2�1c1)�1 � (�0tc1)�1f 0cn = (cn � (�n+1�n�n+1�ncn � �n�1�n�n�1�ncn)�1)(�0tcn)�131



But (�n+1�n�n+1�ncn)�1 = �n+1�ncn and (�n�1�n�n�1�ncn)�1 = �n�1�ncn follow fromthe equalities of the �rst part, so f 0 = f . Also �0f is trivial, so to show that �0 gives asplitting homotopy it only remains to prove that �02 vanishishes. We can write�01�00c0 = (�1�2�1(�0c0))�1= (�1�0c0)�1 � (�1�0s�0c0)�0c0��2�1�0c0 � �1�0c0�0n+1�0ncn = (�n+1�n+2�n+1(�n�n+1�ncn)�1)�1= �n+1�n�n+1(�ncn � �n+2�n+1�ncn) � �n+1(�n�n+1�ncn)�1and so the result follows by the vanishing of �2 and of �0s�0c0 = �0fc0. 2Theorem 2.1.11 Suppose f is an idempotent endomorphism of a crossed complex C,and k a homotopy between f and the identity on C. Then there exists a splittinghomotopy h : f ' id.Proof: Consider the homotopies fk, fkf and kf . Since f is idempotent and k is ahomotopy f ' id, these are all homotopies f ' f , and we can consider the homotopyf ' id given by the vertical compositek0 = fk � fkf � kf � kWe now have fk0 = 0f and k0f = 0f , and so the result follows from proposition 2.1.10.2 A homotopy equivalence f :C  ! D: g in which g � f = idD is known as a deforma-tion retraction. The endomorphism f � g of C is now idempotent, and so the homotopyh : (f � g) ' idC may be replaced by a splitting homotopy.De�nition 2.1.12 A deformation retraction given by f :C  ! D: g with g � f = idDand a homotopy h : (f � g) ' idC corresponding to a derivation � is said to be a strongdeformation retraction (SDR) if the following side-conditions are satis�ed�1�0c0 = ec0 and �n+1�ncn = etcn for n � 1�0gd0 = egd0 and �ngdn = etgcn for n � 1f�0c0 = efc0 and f�ncn = etfcn for n � 1�0s�0c0 = egfc0 and �n�n+1�ncn = (�ncn)�1 for n � 1We will write these as h2 = 0, gh = 0, hf = 0 and h�h = �h respectively.Theorem 2.1.13 Any deformation retraction may be replaced by a strong deformationretraction. 2In the chain complex case, analogous side conditions on chain homotopies havebeen very useful in homological perturbation theory, and the result which correspondsto theorem 2.1.13 may be found in [30]. It is expected that there will also be a `non-abelian' homological perturbation theory for crossed complexes.32



2.2 Diagonal Approximation and Shu�es2.2.1 The Artin-Mazur diagonalWe recall from [1] that the Artin-Mazur diagonalr(X) of a bisimplicial set X is de�nedas follows. Each set r(X)n is given by the following subset of Qp+q=nXp;qr(X)n = n(x0; x1; : : : ; xn) : xi 2 Xi;n�i; dv0xi = dhi+1xi+1 (0 � i � n� 1)owhere dhi and dvi are the horizontal and vertical face maps of X. Geometrically theelements of Xp;q should be thought of as generalised prisms given by products of ap-simplex with a q-simplex, and the (n + 1)-tuples which de�ne elements of r(X)nshould be thought of as connected unions of these with the �rst vertical face of oneprism identi�ed with the last horizontal face of the next.For 0 � i � n the faces and degeneracies of an element of r(X)n are given bydi(x0; x1; : : : ; xn) = (dvi x0; dvi�1x1; : : : ; dv1xi�1; dhi xi+1; dhi xi+2; : : : ; dhi xn)si(x0; x1; : : : ; xn) = (svi x0; svi�1x1; : : : ; sv0xi; shi xi; shi xi+1; : : : ; shi xn)where shi and svi are the horizontal and vertical degeneracy maps of X. That is, theith face map acts on the (n + 1)-tuple (xk) by applying dvi�k to the components withk < i, applying dhi to the components with k > i, and deleting the ith component.Similarly the ith degeneracy repeats the ith component and acts via svi�k or shi on thecomponents of the result.In section 1.3.1 the fundamental crossed complex �(K) of a simplicial set K wasde�ned, and it was shown how this leads to a de�nition of the fundamental doublecrossed complex of a bisimplicial set. Thus we have the following diagram of categoriesand functors BiSimpSet r- SimpSet
Crs(2)�(2)? Tot - Crs?�where Tot is the total crossed complex functor.In dimension n, generators of Tot�(2)X are given by elements ofXp;q where p+q = n,and generators of �rX are given by certain (n+ 1)-tuples of these. We can constructa natural transformation from �r to Tot �(2), but this will not be an isomorphism ingeneral. Intuitively, the comparison map �rX ! Tot�(2)X will send each (n+1)-tupleto the (non-abelian) sum of its components.
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Proposition 2.2.1 For X a bisimplicial set, there is a natural map�rX �X - Tot �(2)Xwhich is de�ned on the usual generators by(x0) 7! x0(x0; x1) 7! x0 � x1(x0; x1; x2) 7! xdh0x21 � x2 � xdh1x20(x0; x1; : : : ; xn) 7! nYi=0 xyi(xn)iwhere yi(x) 2 Tot �(2)(X)1 is given by dh0dh1 : : : dhi�1dhi+1dhi+2 : : : dhn�1x 2 X1;0 or by theidentity at dh0dh1 : : : dhn�1x if i = n.Proof: We need to check that �X is well-de�ned on �rX, i.e. that �X respects therelations between the generators. In dimension one, s�1(x0; x1) and �0s(x0; x1) are bothgiven by dv1x0, and t�1(x0; x1) and �0t(x0; x1) are given by dh0x1, and in dimensions � 2the yi ensure that t(xyi(xn)i ) = txn = �0t(x0; : : : ; xn) for all i. Thus the products onthe right hand side are de�ned and the functions respect the base points. Also �Xmaps degenerate generators to the appropriate identity elements in Tot �(2)X, since if(x0; : : : ; xn) = si(y0; : : : ; yn�1) then each xk is svi�kyk or shi yk and gives an identity in�(2)X.For the boundary relations, �2�2(x0; x1; x2) is given by(dh0x2)�1 � �2x1 � dh0x2 � �2x2 � (dh1x2)�1 � �2x0 � dh1x2 =(dh0x2)�1 � (dh0x1)�1 � (dv1x1)�1 � dh1x1 � dv0x1 � (dh2x2)�1 � (dv0x0)�1 � (dv2x0)�1 � dv1x0 � dh1x2But since dv0x1 = dh2x2 and dv0x0 = dh1x1 four of these terms cancel leaving�1(dh0x1; dh0x2)�1 � �1(dv2x0; dv1x1)�1 � �1(dv1x0; dh1x2)which is just �1�2(x0; x1; x2).For n � 3, x 2 X0, the groups (Tot �(2)X)n(x) are abelian. In Tot �(2)X theboundary relations on generators x 2 Xp;q, p+ q � 4, may be written as�p+qx = pYj=0 �(dhjx)(�1)j+1�zhj (x) � qYk=0 �(dvkx)(�1)p+k+1 �zvk (x)(or only one of these products if p or q is zero) where the z(x) are identities unlessj = p or k = q when they are given by the one-cellszhp (x) = dh0p�1dv0q(x) zvq (x) = dv0q�1dh0p(x)34



Thus �n�n(x0; : : : ; xn) is given bynYi=00@ iYj=0((dhjxi)(�1)j+1 )zhj (xi) � n�iYk=0((dvkxi)(�1)i+k+1 )zvk (xi)1Ayi(xn)Some of these terms cancel, since dv0xi = dhi+1xi+1. Also since the groups are abelian wecan rewrite Qni=0Qi�1j=0 as Qnj=0Qni=j+1, and Qni=0Qn�ik=1 as Qnj=0Qj�1i=0 by putting j = i+k.Thus we obtainnYj=00@j�1Yi=0(dvj�ixi)zvj�i (xi)�yi(xn) � nYi=j+1(dhjxi)zhj (xi)�yi(xn)1A(�1)j+1From the boundary relations in �rX, we have�n�1dj(x0; : : : ; xn) = j�1Yi=0(dvj�ixi)yi(xn) � nYi=j+1(dhjxi)yi(xn) (j 6= n)�n�1dn(x0; : : : ; xn) = n�1Yi=0(dvn�ixi)yi(dv1xn�1)On comparing terms, we need to show that(dvn�ixi)zvn�i (xi)�yi(xn) = (dvn�ixi)yi(dv1xn�1)��1dn�10 (x0;:::;xn)for 0 � i � n� 1. Noting thatzvn�i(xi) = dv0n�i�1dh0 ixi = dh0 idhi+1n�i�1xn�1and �1dn�10 (x0; : : : ; xn) = dh0n�1xn�1 � dh0n�1xnthe result holds for i = n�1 since yixn = dh0n�1xn and yi(dv1xn�1) disappears. Otherwisewe must compare the termsdh0 idhi+1n�i�1xn�1 � dh0 idhi+1n�i�1xnand dh0 idhi+1n�i�2dv1xn�1 � dh0n�1xn�1 � dh0n�1xnThe di�erence between these is precisely the boundary of the element wi given by�dh0 idhi+1n�i�2xn�1�dh0n�1xn � dh0 idhi+1n�i�2xnin Tot�(2)(X)2. Since n � 4, �2wi acts trivially on dvn�ixi and we have �n�n(x0; : : : ; xn) =�n�1�n(x0; : : : ; xn) as required.It only remains to prove that �3�3(x0; x1; x2; x3) = �2�3(x0; x1; x2; x3). The boundaryrelations in Tot �(2)(X)3 are�0;3(x0) = dv3xdv02x00 � dv1x0 � (dv2x0)�1 � (dv0x0)�1�1;2(x1) = dh1xdv02x11 � (dv1x1)�1 � (dh0x1)�1 � dv2xdh0dv0x11 � dv0x1�2;1(x2) = (dh2xdh0dv0x22 )�1 � (dh0x2)�1 � dv1xdh02x22 � dh1x2 � (dv0x2)�1�3;0(x3) = dh1x3 � (dh2x3)�1 � (dh0x3)�1 � dh3xdh02x3335



Using the relations dv0xi = dhi+1xi+1 together with u�1 � v � u = v�u and �3w � v = v � �3win dimension 2, we can write �3�(x0; x1; x2; x3) asdh1x3 � �xy00 � (dh2x3)�1 � �xy11 � (dh0x3)�1 � �xy22 � dh3xdh02x33= dh1x3 � (dv3xdv02x00 � dv1x0 � (dv2x0)�1)y0� (dh2x3)�1 � ((dv1x1)�1 � (dh0x1)�1 � dv2xdh0dv0x11 )y1� (dh0x3)�1 � ((dh0x2)�1 � dv1xdh02x22 � dh1x2)y2On permuting these terms cyclically and moving dv3x0 two terms to the left and dv2x1two terms to the right, by adding the appropriate actions, we get�dv2xdh0dv1x21 � dv1x2 � dv3xdh1dv1x20 �dh02x2�dh02x3 � dh1xy22 � dh1x3 � dv1xy00� (dv1xy11 � dh2x3 � dv2xy00 )�1 � (dh0xy22 � dh0x3 � dh0xy11 )�1which is precisely �2�3(x0; x1; x2; x3). 22.2.2 The Alexander-Whitney diagonal approximationSuppose K, L are simplicial sets. In this section we de�ne the natural comparison map�(K � L) aK;L - �K 
 �Lbetween the fundamental crossed complex of a cartesian product and the tensor productof the fundamental crossed complexes. This is a `slightly non-abelian' version of theclassical diagonal approximation map for chain complexes on a simplicial set [21].In fact we will de�ne aK;L via the natural transformation � of the previous section.Suppose K, L are simplicial sets and X is the bisimplicial set K �(2) L. Then �(2)X isjust �K 
(2) �L and Tot �(2)X is �K 
 �L. Thus �X gives a comparision map�rX �X - �K 
 �LProposition 2.2.2 Suppose K, L are simplicial sets and X = K�(2)L as above. Thenthe Artin-Mazur diagonal rX of X is naturally isomorphic to the diagonal of X, thatis, to the cartesian product of K and L.Proof: Elements �n of rX are given by (n + 1)-tuples of pairs (ki; ln�i)0�i�n. Sincethese must satisfy (ki; d0ln�i) = (di+1ki+1; ln�i�1), �n is completely determined by thepair (kn; ln) ofK�L, and conversely any pair (kn; ln) gives an element (dn�ii+1kn; di0ln)0�i�nof rX. This correspondence clearly respects the face and degeneracy maps, and so wehave the result. 2We thus have 36



Proposition 2.2.3 For K, L simplicial sets, there is a natural comparison map�(K � L) aK;L - �K 
 �Lde�ned by �K�(2)L.By the de�nition of � in proposition 2.2.1 and the description of the isomorphismK � L �= r(K �(2) L) in the proposition above, the diagonal approximation map amay be given explicitly as follows:Proposition 2.2.4 Given simplicial sets K, L, the crossed complex homomorphism�(K � L) aK;L - �K 
 �Lis given by the homomorphism which acts on the generators of �(K � L) by(x0; y0) 7! x0 
 y0(x1; y1) 7! d1x1 
 y1 � x1 
 d0y1(x2; y2) 7! (d2x2 
 d0y2)d0x2
d20y2 � x2 
 d20y2 � (d1d2x2 
 y2)d1x2
d20y2(xn; yn) 7! nYi=0(dn�ii+1xn 
 di0yn)ci(xn)
dn0 ynwhere ci(x) is given by the one-cell di0dn�i�1i+1 x or by the identity at dn0x if i = n.The following proposition gives the associativity of a.Proposition 2.2.5 For simplicial sets K, L, M , the following diagram commutes.�(K � L�M) aK�L;M- �(K � L)
 �M
�K 
 �(L�M)aK;L�M? id
 aL;M- �K 
 �L
 �M?aK;L 
 id

Proof: It is only necessary to check the result on generators wn = (xn; yn; zn) 2�(K � L�M). For n = 0 the result is clear. For n = 1 it holds since bothd1x1 
 (d1y1 
 z1 � y1 
 d0z1) � x1 
 d0y1 
 d0z1and d1x1 
 d1y1 
 z1 � (d1x1 
 y1 � x1 
 d0y1)
 d0z1are equal to d1x1 
 d1y1 
 z1 � d1x1 
 y1 
 d0z1 � x1 
 d0y1 
 d0z137



For n � 3 consider(id
 aL;M)(aK;L�Mwn) = nYi=0(dn�ii+1xn 
 a(di0yn; di0zn))ci(xn)
dn0 yn
dn0 znConsider the term for n� i = 1.�dnxn 
 (d1dn�10 yn 
 dn�10 zn � dn�10 yn 
 d0dn�10 zn)�cn�1(xn)
dn0 yn
dn0 zn= �(dnxn 
 d1dn�10 yn 
 dn�10 zn)dn�10 dnxn
dn�10 yn
d0dn�10 zn� dnxn 
 dn�10 yn 
 d0dn�10 zn�cn�1(xn)
dn0 yn
dn0 znThe terms for all i can be put in this form, and the product may be written asnYi=0 n�iYj=0 �dn�ii+1xn 
 dn�i�jj+1 di0yn 
 dj0di0zn�ci;jwhere ci;j = di0dn�ii+1xn 
 cj(di0yn)
 dn�i0 di0zn � ci(xn)
 dn0yn 
 dn0zn. Similarly(aK;L 
 id)(aK�L;Mwn) = nYk=0(a(dn�kk+1xn; dn�kk+1yn)
 dk0zn)a(ck (xn;yn))
dn0 znmay be written as nYk=0 kYi=0 �dk�ii+1dn�kk+1xn 
 di0dn�kk+1yn 
 dk0zn�c0k;iwhere c0k;i = ci(dn�kk+1xn)
 dk0dn�kk+1yn 
 dn�k0 dk0zn � a(ck(xn; yn))
 dn0zn. Putting k = i+ jwe have Qni=0Qn�ij=0 = Qnk=0Qki=0 anddn�ii+1 = dk�ii+1dn�kk+1 ; dn�i�jj+1 di0 = di0dn�kk+1 ; dj0di0 = dk0and so it only remains to check that the actions of ci;j and c0i+j;i agree. But as usualc0i+j;i � c�1i;j is a loop and must be �2 of some term generated by the x0
 y0
 z0 for x0, y0,z0 faces of xn, yn, zn. Thus c0i+j;i � c�1i;j acts trivially, since n � 3, and the result follows.For n = 2 we have(id
 aL;M)(aK;L�Mw2)= d2x2 
 a(d0y2; d0z2)d0x2
d20y2
d20z2 � x2 
 d20y2 
 d20z2 � d21x2 
 a(y2; z2)d1x2
d20y2
d20z2= �(d2x2 
 d0d2y2 
 d0z2)d0d2x2
d0y2
d20z2 � d2x2 
 d0y2 
 d20z2�d0x2
d20y2
d20z2 � x2 
 d20y2 
 d20z2��(d21x2 
 d2y2 
 d0z2)d21x2
d0y2
d20z2 � d21x2 
 y2 
 d20z2 � (d21x2 
 d21y2 
 z2)d21x2
d1y2
d20z2�d1x2
d20y2
d20z2On moving the fourth term two terms to the left, using u � v = v � u�2v, this gives�d2x2 
 d0d2y2 
 d0z2 � (d21x2 
 d2y2 
 d0z2)d2x2
d0d2y2
d20z2�d0d2x2
d0y2
d20z2�d0x2
d20y2
d20z2� (d2x2 
 d0y2 
 d20z2)d0x2
d20y2
d20z2 � x2 
 d20y2 
 d20z2 � (d21x2 
 y2 
 d20z2)d1x2
d20y2
d20z2� (d21x2 
 d21y2 
 z2)d21x2
d1y2
d20z2�d1x2
d20y2
d20z2= (a(d2x2; d2y2)
 d0z2)a(d0x2;d0y2)
d20z2 � a(x2; y2)
 d20z2 � (d21x2 
 d21y2 
 z2)a(d1x2;d1y2)
d20z238



which is just (aK;L 
 id)(aK�L;Mw2). 22.2.3 Crossed di�erential graded algebrasIn this section we will introduce an example application of the diagonal approximationmap discussed above, and de�ne the notions of crossed di�erential graded algebras andcoalgebras, which are the translations of di�erential graded algebras and coalgebrasfrom the chain complex to the crossed complex situation.First we de�ne the crossed complex version of the approximation to the diagonal,which is the natural transformation given by the composite homomorphisms�K - �K 
 �K@@@@@�(d) R �����aK;K��(K �K)for each simplicial set K.From proposition 2.2.4 the approximation to the diagonal has the following explicitdescription.Proposition 2.2.6 Given a simplicial set K, the crossed complex approximation tothe diagonal �K - �K 
 �Kis given by the homomorphism which acts on the generators of �K byx0 7! x0 
 x0x1 7! d1x1 
 x1 � x1 
 d0x1x2 7! (d2x2 
 d0x2)d0x2
d20x2 � x2 
 d20x2 � (d1d2x2 
 x2)d1x2
d20x2xn 7! nYi=0(dn�ii+1xn 
 di0xn)ci(xn)
dn0 xnwhere ci(x) is given by the one-cell di0dn�i�1i+1 x or by the identity at dn0x if i = n.De�nition 2.2.7 A crossed di�erential graded algebra is a crossed complex C togetherwith a homomorphism C 
 C m- C, termed the multiplication map, which makes theassociativity diagram C 
 C 
 C m
 id- C 
 C
C 
 Cid
m? m - C?m39



commute. Dually, a crossed di�erential graded coalgebra is a crossed complex C to-gether with a homomorphism C w- C 
 C, termed the comultiplication map, whichmakes the coassociativity diagram C w - C 
 C
C 
 Cw? w 
 id- C 
 C 
 C?id
 wcommute.Our fundamental example of a crossed di�erential graded coalgebra will be thefollowing. Suppose that K is a simplicial set. Then the approximation to the diagonalmap �K - �K 
 �K is coassociative by proposition 2.2.5. Thus �(K) has a crosseddi�erential graded coalgebra structure. Also we have naturality of this construction inK and hence we have a functor from simplicial sets to the category of crossed di�erentialgraded coalgebras. SimpSet - CDGcAIn particular, consider the case where K is the representable simplicial set 4n. Thenwe have a crossed di�erential graded coalgebra �[n] for each n, together with the cofaceand codegeneracy homomorphisms induced between these as n varies. In fact we haveProposition 2.2.8 The collection of crossed complexes �[n] together with the homo-morphisms �[n] - �[n]
 �[n]and the coface and codegeneracy maps�[n� 1] �(d(i))- �[n] �[n + 1] �(s(i))- �[n]de�ne a cosimplicial crossed di�erential graded coalgebra �(4�).This idea may be used to give insight into a construction of Brown and Gilbertin [6]. In this work the notion of a braided regular crossed module is de�ned, andthe category of such is shown to be equivalent to that of simplicial groups with Moorecomplex trivial above dimension two. A braided regular crossed module C may bethought of as a crossed di�erential graded algebra m : C 
 C - C such that C istrivial in dimensions � 3 together with a unit e : 0 - C such thatm0 : C0�C0 - C0gives C0 a group structure. It is not pointed out, however, that the construction of a40



simplicial group from C may be regarded in the general context of the Eilenberg-Zilbertheorem.We will consider a more general situation, and show how to form a simplicial semi-group from an arbitrary crossed di�erential graded algebra. Consider the nerve functorfrom crossed complexes to simplicial sets, given by (NC)n = Crs(�[n]; C). Then analgebra structure on C together with the coalgebra structure on each �[n] induce anassociative multiplication structure on the nerve. Explicitly, we haveProposition 2.2.9 Suppose C is a crossed di�erential graded algebra. If f; g are n-simplices of NC given by homomorphisms �[n] - C, then de�ne f � g by the convo-lution product: �[n] f � g - C
�[n]
 �[n]w? f 
 g- C 
 C6mThis gives a simplicial map NC �NC - NCwhich is associative.In the same way, any homomorphism of crossed complexes C
D - E will inducea simplicial map NC � ND - NE via the cosimplicial coalgebra �(4�) and theconvolution product. In particular, considering the identity map on C 
D leads to anatural comparison map NC �ND - N(C 
D)We will return to this idea in section 4.1.2.2.4 Shu�es and the Eilenberg-MacLane mapIn this section we recall the notion of shu�es and hence de�ne the natural maps�K 
 �L bK;L - �(K � L)This was originally carried out in the chain complex situation by Eilenberg and Mac-Lane in [20].Let us write k for the set f0; 1; : : : ; k � 1g, and i0, i1 for the functionsq i0 - p+ q p i1 - p+ qr - p+ r r - r41



for p; q � 0. Then a (p; q)-shu�e is any permutation � of the set p + q such that thefunctions �0 = i0 � � and �1 = i1 � �q i0 - p+ q � - p+ q p i1 - p+ q � - p+ qare both monotonic increasing. We write Shu�(p; q) for the set of such shu�es andShu�(p; q) sg - f�1; 1gfor the function which gives the signature of each permutation �.Consider the representable simplicial sets 4p and 4q, and write xp and yq for thetop-dimensional non-degenerate simplices of each. Their cartesian product 4p � 4qhas no non-degenerate simplices in dimensions � p+q+1, and in dimension p+q thereis a non-degenerate simplex for each � 2 Shu�(p; q) given by (s�0xp; s�1yq), where themaps s�0 and s�1 are composites of degeneracy maps as follows:s�0 = s�(p+q�1)s�(p+q�2) : : : s�(p) s�1 = s�(p�1)s�(p�2) : : : s�(0)Proposition 2.2.10 For simplicial sets K, L there is a natural homomorphism�K 
 �L bK;L - �(K � L)which is de�ned on the usual generators byx0 
 yq 7! (sq0x0; yq)xp 
 y0 7! (xp; sp0y0)x1 
 y1 7! (s1x1; s0y1) � (s0x1; s1y1)�1xp 
 yq 7! Y�2Shu�(p;q)(s�0xp; s�1yq)sg(�)Proof: These composites are all de�ned, since t(u) = (dp0xp; dq0yq) for each term u onthe left hand side, and the functions respect the source and target maps. It is clearthat they respect the degeneracies, for if xp = skxp�1, say, then xp�1 and yq generateno non-degenerate cells in dimension p+ q. Explicitly for each (p; q)-shu�e � de�ne a(p� 1; q)-shu�e � by�0(i) = ( �0(i) for �0(i) < �1(k)�0(i)� 1 for �0(i) > �1(k) �1(i) = ( �1(i) for i < k�1(i + 1)� 1 for i � kThen s�1(k)s�1 = s�1 and s�1(k)s�0 = s�0s�1(k)�j where j is the number of values of �0which are less than �1(k). But there are k values of �1 and �1(k) values of � less than�1(k), so j = �1(k)� k and(s�0(skxp�1); s�1(yq)) = s�1(k)(s�0xp�1; s�1yq)42



For the boundary relations, the case p = 0 or q = 0 is clear. In the case p = q = 1, wehave�2b(x1 
 y1) = �2(s1x1; s0y1) � �2(s0x1; s1y1)�1= (d0s1x1; d0s0y1)�1 � (d2s1x1; d2s0y1)�1 � (d1s1x1; d1s0y1)� (d1s0x1; d1s1y1)�1 � (d2s0x1; d2s1y1) � (d0s0x1; d0s1y1)= (s0d0x1; y1)�1 � (x1; s0d1y1)�1 � (s0d1x1; y1) � (x1; s0d0y1) = b�2(x1 
 y1)In the general case, note that for 0 � i � p + q any (p; q)-shu�e satis�es preciselyone of the following1. fi� 1; ig � f�1g [ Im(�1) [ fp+ qg2. fi� 1; ig � f�1g [ Im(�0) [ fp+ qg3. i� 1 2 Im(�1) and i 2 Im(�0)4. i� 1 2 Im(�0) and i 2 Im(�1)and we thus have a partition Shu�(p; q) = 4[r=1 S(i)r (p; q).There is a bijection  : S(i)3 (p; q) �= S(i)4 (p; q) where � is given by the permutation(�)(j) = 8><>: i� 1 if �(j) = ii if �(j) = i� 1�(j) otherwiseand this satis�es di(s(�)0xp; s(�)1yq) = di(s�0xp; s�1yq) and sg(�) = �sg(�).For � 2 S(i)1 (p; q) let t(�; i) be the integer such that �1(t) = i, with t(�; p + q) = p,and let �(�; i) be the (p� 1; q)-shu�e de�ned by�(�; i)0(j) = ( �0(j) if �0(j) < i�0(j)� 1 if �0(j) > i �(�; i)1(j) = ( �1(j) if �1(j) < i�1(j + 1)� 1 if �1(j) � iThen di(s�0xp; s�1yq) = �s�(�;i)0(dt(�;i)xp); s�(�;i)1(yq)� and sg(�(�; i)) = (�1)i+t(�;i) �sg(�). Also i and � are completely determined by t(�; i) and �(�; i), and we have abijection p+q[i=0 �S(i)1 (p; q)� fig� �= Shu�(p� 1; q)� f0; 1; : : : ; pgA similar relationship holds between the S(i)2 (p; q) and Shu�(p; q � 1). Combiningall these results for p + q � 4 givesp+qYi=0 Y�2Shu�(p;q) �di(s�0xp; s�1yq)(�1)i+1 �sg(�)�zi(s�0xp ;s�1 yq)43



= Y�2Shu�(p�1;q) pYt=0 �(s�0(dtxp); s�1(yq))(�1)t+1 �sg(�)�b(ztxp
dq0yq)� Y�2Shu�(p;q�1) qYt=0 �(s�0(xp); s�1(dtyq))(�1)t+p+1 �sg(�)�b(dp0xp
ztyq )which is precisely �p+qb(xp 
 yq) = b�p+q(xp 
 yq).There remain the non-abelian cases fp; qg = f1; 2g. We will verify the result forp = 1, q = 2; the other case is similar. Now �3b(x1 
 y2) may be written as�3(s1s0x1; s2y2) � �3(s2s0x1; s1y2)�1 � �3(s2s1x1; s0y2)= d0(s1s0x1; s2y2)�1 � d3(s1s0x1; s2y2)(x1;d20y2) � d1(s1s0x1; s2y2) � d2(s1s0x1; s2y2)�1� d0(s2s0x1; s1y2) � d2(s2s0x1; s1y2) � d1(s2s0x1; s1y2)�1 � (d3(s2s0x1; s1y2)�1)(d0x1;d0y2)� d1(s2s1x1; s0y2)d2(s2s1x1; s0y2)�1d0(s2s1x1; s0y2)�1d3(s2s1x1; s0y2)(d0x1;d0y2)The �fth term can be moved left four places and the eighth right four places, since theimage of �3 is central, and some cancelation now occurs.= (s1x1; s0d0y2) � (s0x1; s1d0y2)�1 � (s20d1x1; y2)(x1;d20y2) � (s0x1; s1d1y2)� (s1x1; s0d1y2)�1 � (s20d0x1; y2)�1 �(s1x1; s0d2y2) � (s0x1; s1d2y2)�1�(d0x1;d0y2)= b(x1 
 d0y2) � b(d1x1 
 y2)(x1;d20y2) � b(x1 
 d1y2)�1� b(d0x1 
 y2)�1 � b(x1 
 d2y2)(d0x1;d0y2)which is b�3(x1 
 y2). 2The following proposition gives the associativity of b.Proposition 2.2.11 For simplicial sets K, L, M , the following diagram commutes.�K 
 �L
 �M bK;L 
 id- �(K � L)
 �M
�K 
 �(L�M)id
 bL;M? bK;L�M- �(K � L�M)?bK�L;MProof: As usual the result needs only to be checked on generators wn = xp 
 yq 
 zrfor xp 2 K, yq 2 L, zr 2 M . Note that the result is straightforward if any of p, q or rare zero. Thus we may suppose p+ q + r � 3, and so everything is abelian.Consider the three sets p, q, r and the maps j0, j1, j2 into p+ q + r given by k 7! k,k 7! p + k, k 7! p + q + k respectively. Then we de�ne a (p; q; r)-shu�e to be apermutation � of p + q + r such that each composite j� � � is monotonic increasing.44



Consider also the map i0 from q + r into p+ q + r given by k 7! p+ k. It is clear thatthe composite i2 � � factors uniquely into a (q; r)-shu�e followed by a monotonic mapfrom q + r into p + q + r. We thus have a bijectionShu�(p; q; r) �= - Shu�(p; q + r)� Shu�(q; r)� - (!; �)where ! and � are de�ned by the diagramsq + r i0 - p+ q + r p j0 - p+ q + r
q + r�? !0 - p+ q + r?� p

wwwwwwwwwwwww !1 - p+ q + r?�Note that (s!0xp; s!1s�0yq; s!1s�1zr) = (s�0xp; s�1yq; s�2zr)and sg(!) � sg(�) = sg(�)where the monotonic functions �0, �1, �2 are de�ned from � in a similar manner to !0above.A similar relationship holds between Shu�(p; q; r) and Shu�(p+ q; r)� Shu�(p; q).Combining these results givesY!2Shu�(p;q+r) Y�2Shu�(q;r) (s!0xp; s!1s�0yq; s!1s�1zr)sg(!)�sg(�)= Y!2Shu�(p+q;r) Y�2Shu�(p;q) (s!0s�0xp; s!0s�1yq; s!1zr)sg(!)�sg(�)and we have associativity of b as required. 2As is well known in the chain complex case, the shu�e map b is a one-sided inverseto the diagonal approximation map a introduced in section 2.2.2.Proposition 2.2.12 Given simplicial sets K, L, the composite homomorphism�K 
 �L bK;L - �(K � L) aK;L - �K 
 �Lis the identity.
45



Proof: Suppose xp 
 yq is a generator of �K 
 �L for xp 2 Kp, yq 2 Lq. Thena(b(xp 
 yq)) is given by a composite of terms each of the form�(dp+q�ii+1 s�0xp 
 di0s�1yq)sg(�)�ci(s�0xp)
dn0 yqfor � 2 Shu�(p; q) and 0 � i � p + q. Now for di0s�1yq to be non-degenerate requires�(k) � i� 1 for k � p� 1, and for dp+q�ii+1 s�0xp to be non-degenerate requires �(k) � ifor k � p. Thus for the whole term to be non-degenerate it is necessary to have � = idand i = p. In this case sg(�) = 1, ci(s�0xp) is degenerate and the term becomes xp
yq.Thus b � a = id. 2Furthermore the maps a and b satisfy a kind of commutativity or interchange relationas follows.Proposition 2.2.13 For simplicial sets K, L, M , the following diagrams commute.�(K � L)
 �M bK�L;M- �(K � L�M)
�K 
 �L
 �MaK;L 
 id? id
 bL;M- �K 
 �(L�M)?aK;L�M
�K 
 �(L�M) id
 aL;M- �K 
 �L
 �M
�(K � L�M)bK;L�M? aK�L;M- �(K � L)
 �M?bK;L 
 idProof: We will prove the �rst of these two results; the second is similar.Let wn = (xp; yp) 
 zq be a generator of �(K � L) 
 �M for xp 2 Kp, yp 2 Lp,zq 2Mq, n = p+ q. If p or q is zero then the result is straightforward. If p = q = 1 wehave aK;L�M(bK�L;Mw2)= aK;L�M(s1x1; s1y1; s0z1) � aK;L�M(s0x1; s0y1; s1z1)�1= x1 
 (s0d0y1; z1) � (d1x1 
 (s1y1; s0z1))x1
d0(y1;z1)� �d1x1 
 (s0y1; s1z1)�1�x1
d0(y1;z1)neglecting degenerate terms. Also(id
 b)(a(x1; y1)
 z1)= (id
 b) �x1 
 d0y1 
 z1 � (d1x1 
 y1 
 z1)x1
d0y1
d0z1�= x1 
 (s0d0y1; z1) � �d1x1 
 ((s1y1; s0z1) � (s0y1; s1z1)�1)�x1
d0(y1;z1)46



Thus we have the result for p = q = 1.For n � 3 we haveaK;L�M (bK�L;M((xp; yp)
 zq)) = aK;L�M 0@ Y�2Shu�(p;q)(s�0xp; s�0yp; s�1zq)sg(�)1A= Y�2Shu�(p;q) p+qYi=0 �(dp+q�ii+1 s�0xp 
 di0(s�0yp; s�1zq))sg(�)�ci(s�0xp)
(dp0yp ;dq0zq)Now for dp+q�ii+1 s�0xp not to be degenerate requires �(k) � i for k � p. There are no(p; q)-shu�es which satisfy this condition for i > p, and for i � p the (p; q)-shu�eswhich satisfy it are precisely those � de�ned by�(k) = ( k if k < i�(k � i) + i if k � ifor each (p� i; q)-shu�e � . Thus the above expression becomespYi=0 Y�2Shu�(p�i;q) �(dp�ii+1xp 
 (s�0di0yp; s�1zq))sg(�)�ci(xp)
(dp0yp ;dq0zq)= (id
 bL;M)  pYi=0(dp�ii+1xp; di0yp)ci(xp)
dp0yp!
 zq!which is (id
 bL;M) (a(xp; yp)
 zq)) as required. 22.3 The Eilenberg-Zilber Theorem2.3.1 The Homotopy EquivalenceIn this section we prove a version of the classical Eilenberg-Zilber theorem for thefundamental crossed complex functorSimpSet � - CrsTheorem 2.3.1 For simplicial sets K and L the composite�(K � L) a - �K 
 �L b - �(K � L)is homotopic to the identity on �(K � L) via a splitting homotopyI 
 �(K � L) hK;L - �(K � L)Thus �K 
 �L is a strong deformation retract of �(K � L).47



Proof: We give the derivation � corresponding to the homotopy h : a � b ' id�(K�L).For each n � 0, suppose zn = (xn; yn) is a generator in �(K � L)n, with correspondingxn 2 Kn and yn 2 Ln. We will also write C for the crossed complex �(K � L) and ffor the idempotent endomorphism a � b of C.In dimension zero, f is the identity function on C0, so we de�ne �0 by�0z0 = ez0 in C1In dimension one, f acts on the generators by(x1; y1) 7! (s0d1x1; y1) � (x1; s0d0y1)and we de�ne �1 on the generators by�1z1 = (s0x1; s1y1)�1Note that this satis�es t�1z1 = tz1 and that if z1 is a `degenerate' generator, (x1; y1) =s0(x0; y0) say, then �1z1 is also degenerate. Thus we can extend �1 to a functionC1 ! C2 inductively by �1ez0 = ez0�1(w�11 ) = �(�1w1)�1�w�11�1(z1 � w1) = (�1z1)w1 � �1w1for any w1 2 C1. On the generators we have alsoz1 � �2�1z1= (x1; y1) � (d1s0x1; d1s1y1)�1 � (d2s0x1; d2s1y1) � (d0s0x1; d0s1y1)= f1z1as required by corollary 2.1.7, with �0 = e. This relation extends to all of C1 sincez1 � w1 � �2�1(z1 � w1) = z1 � w1 � �2 ((�1z1)w1) � �2�1w1= z1 � �2�1z1 � w1 � �2�1w1To de�ne � in dimensions � 2 we can use the notion of simplicial and derivedoperators as in [20, 21]. Consider �rst a (�nite, possibly zero) formal sumF qp = Xi2I ri(�i; �i)of distinct pairs (�i; �i) of monotonic functions [p] ! [q], with integral coe�cients ri.We will call such a sum a simplicial operator of dimension (p; q), and say that it isfrontal if �i(0) = �i(0) = 0 for all i 2 I. 48



Clearly morphisms � : [r] ! [p] or � : [q] ! [s] of � will act on such an F , bycomposition with the �i and �i and collecting together like terms, to produce formalsums �F or F� respectively. The general composites F qpGrq can also be de�ned, as cansums F qp + Hqp . In fact the collection of all such simplicial operators forms the freeringoid (abelian-group enriched category) over the category �(2), where �(2) is the fullsubcategory of ��� on the objects of the form ([n]; [n]).If each term (�i; �i) of F with ri 6= 0 can be written as (�i�i; �i�i) for some �i : [p]![p�1] then we say F is degenerate. We will write F � G if F�G is degenerate, and saythat F preserves degeneracies if the composite F� is degenerate for each � : [q]! [q�1].Suppose F is a simplicial operator of dimension (p; q) as above. Then we de�ne thecorresponding derived simplicial operator F 0 of dimension (p+ 1; q + 1) byF 0 = Xi2I ri(�0i; � 0i)where the monotonic functions �0i; � 0i : [p+ 1]! [q + 1] are given by�0i(0) = 0; �0i(n + 1) = �i(n) + 1� 0i(0) = 0; � 0i(n+ 1) = �i(n) + 1Clearly taking derived operators respects the addition and composition structure. Allderived operators are frontal, and if an operator is degenerate then so is the correspond-ing derived operator. The most important property of taking derived operators is thebehaviour on composing with the zeroth coface and codegeneracy maps:Lemma 2.3.2 Suppose F is a simplicial operator and F 0 the corresponding derivedoperator. Then1. d(0)F 0 = F d(0)2. If F is frontal, then s(0)F = F 0 s(0).Now consider the simplicial operators @p of dimension (p� 1; p) de�ned by@p = pXi=0(�1)i+1 (d(i); d(i))and note the relation @p + @0p�1 + (d(0); d(0)) = 0Proposition 2.3.3 Suppose that n0 � 1 and (Fn)n�n0 is a sequence of operators ofdimensions (n; n) which satisfy @nFn = Fn�1@n49



and �n0�1, �n0 are frontal operators of dimensions (n0; n0�1), (n0+1; n0) respectivelywhich satisfy �n0 + �0n0�1 + F 0n0s(0) = 0and Fn0 � idn0 + @n0+1�n0 + �n0�1@n0Then the operators �n of dimensions (n + 1; n) de�ned inductively by�n + �0n�1 + F 0ns(0) = 0are all frontal and satisfy Fn � idn + @n+1�n + �n�1@nfor n � n0. Furthermore if �n0�1 and all the Fn preserve degeneracies, then so do allthe �n.Proof: Since s0 is frontal and any derived operator or sum or composite of frontaloperators is frontal, it follows from their de�nition that the �n are all frontal. Thus bythe lemma and the relations @ + @0 + d(0) = 0 and �+�0 +F 0s(0) = 0 we may rewrite@� and �@ as follows:@n+1�n = (d(0) + @0n)�0n�1 � @n+1F 0ns(0)= �n�1d(0) + @0n�0n�1 � @n+1F 0ns(0)�n�1@n = ��n�1d(0) + (�0n�2 + F 0n�1s(0))@0n�1= ��n�1d(0) + �0n�2@0n�1 + F 0n�1@00n�1s(0)Similarly we have�@n+1F 0ns(0) + F 0n�1@00n�1s(0)= (d(0) + @0n)F 0ns(0)� F 0n�1(@n + d(0))0s(0)= d(0)s(0)Fn + @0nF 0ns(0)� F 0n�1@0ns0 � F 0n�1d(1)s(0)= Fn � F 0n�1and so @n+1�n + �n�1@n = @0n�0n�1 + �0n�2@0n�1 + Fn � F 0n�1Thus taking the derivative of the relationFn�1 � idn�1 + @n�n�1 + �n�2@n�1implies the relation for Fn, and so it holds for all n � n0 by induction.For the last part, suppose inductively that �n�1 preserves degeneracies. Then�0n�1s(i) can be written as (�n�1s(i � 1))0 if i � 1 or as s(0)�n�1 if i = 0 since50



�n�1 is frontal. Also for all i we have F 0ns(0)s(i) = F 0ns(i + 1)s(0) = (Fns(i))0s(0).Therefore �n = ��0n�1 � F 0ns(0) preserves degeneracies also. 2By regarding the monotonic functions �i, �i as corresponding to functions ��i : Kq !Kp, ��i : Lq ! Lp respectively, we note that in su�ciently high dimensions a simplicialoperator de�nes a map on C.Proposition 2.3.4 Suppose F = PI ri(�i; �i) is a simplicial operator of dimension(p � 3; q � 2) which preserves degeneracies. Then F induces a homomorphism ofgroupoids-with-C1-action Cq F - Cpwhich is given on the generators byF (xq; yq) = Yi2I ((��i (xq); ��i (yq))ri)(��i (xq );��i (yq ))where the monotonic functions �i; �i : [1]! [q] are given by�i(0) = �i(p); �i(1) = q�i(0) = �i(p); �i(1) = qIf G is another simplicial operator of dimension (r � 3; s � 2) which preserves degen-eracies and G the corresponding homomorphism, then the following relations hold forwn 2 Cn1. If p = r and q = s then F �G(wr) = F (wr) � �G(wr)��1,2. If q = r then F �G(ws)� = FG(ws),3. F@p(wp) = F (�pwp).Proof: Note that Cq and Cp are both totally disconnected and that each group Cp(z0)is abelian. Since F preserves degeneracies and the (�i; �i) ensure that t(u) = t(zq) foreach term u in the product, F is well de�ned on the generators and may be extendedto a C1-homomorphism on Cq inductively byF (ez0) = ez0F �ww1q � = �Fwq�w1F (zq � wq) = Fzq � Fwqfor any w1 2 C1, wq 2 Cq. 51



The �rst relation follows trivially from the above. In the second, correspondingelements of Cp on the left and right hand sides are given by(��i��jxs; ��i ��j ys)d1(��i;j xq ;��i;j yq)and (��i��jxs; ��i ��j ys)d0(��i;j xq ;��i;j yq) � d2(��i;j xq ;��i;j yq)for i 2 IF , j 2 IG, where the monotonic functions �i;j; �i;j : [2]! [s] are given by�i;j(0) = �i�j(p); �i;j(1) = �i(q); �i;j(2) = s�i;j(0) = �i�j(p); �i;j(1) = �i(q); �i;j(2) = sBut �2C2 acts trivially on Cp, so the above elements are equal.For the third relation, note that for p � 4 we have @p(wp) = �pwp and the resultfollows from the previous relation. In fact the result for p = 3 holds by the samereasoning, since it is only the intermediate values that lie in the non-abelian C2. 2Since F = G for F � G, we haveCorollary 2.3.5 Suppose n0 = 1 and �0, �1 and (Fn)n�1 are simplicial operators asin proposition 2.3.3, with �0 and the Fn preserving degeneracies. Then the resultinghomomorphisms fn = Fn for n � 3 and �n = �n for n � 2 satisfyt(�nwn) = t(wn)�n(wnw1) = (�nwn)w1�n(zn � wn) = �nzn � �nwnand fnwn = wn � �n+1�nwn � �n�1�nwnReturning at last to the proof of theorem 2.3.1, de�ne operators �0 of dimension(1; 0), �1 of dimension (2; 1), and (Fn)n�1 of dimensions (n; n) as follows:�0 = (s(0); s(0))�1 = � (s(0); s(1))� (s(1); s(1))� (s(0)2d(1); s(0))Fn = nXi=0 X�2Shu�(i;n�i)sg(�) �s(�0)d(i+ 1)n�i; s(�1)d(0)i�Clearly Fn = fn for n � 3, �0 preserves degeneracies, and �1 + �00 + F 01s(0) = 0.The relation F1 � id + @2�1 + �0@1 holds as for f1 and �1 earlier. The proof thatthe Fn preserve degeneracies and satisfy @nFn = Fn�1@n is the same as that for thehomomorphisms a and b. Thus we have �n for n � 2 from the corollary above with allthe required relations for a derivation � : f ' id exceptf2w2 = w2 � �3�2w2 � �1�2w252



for w2 2 C2. In fact it is only necessary to check this relation on the generators since(z2 � w2) � �3�2(z2 � w2) � �1�2(z2 � w2)= z2 � �3�2z2 � w2 � (�1�2z2)�2w2 � �3�2w2 � �1�2w2= z2 � �3�2z2 � �1�2z2 � w2 � �3�2w2 � �1�2w2since �2w2 acts as conjugation and �3C3 is central in C2, andw2w1 � �3�2(w2w1) � �1�2(w2w1)= w2w1 � (�3�2w2)w1 � �1(w�11 � �2w2 � w1)= w2w1 � (�3�2w2)w1 � ((�1w1)�1)�2(w2w1 ) � (�1�2w2)w1 � �1w1= (�1w1)�1 � (w2 � �3�2w2 � �1�2w2)w1 � �1w1= (w2 � �3�2w2 � �1�2w2)f1(w1)since f1(w1) = w1 � �2�1w1. So now consider�3�2(z2) = �3(�F 02s(0)� �01)(z2)= �3 ��(s2s0d2x2; s1y2)�1 � (s1s0d2x2; s2y2)�(d0x2;s0d20y2) � (s0x2; s2s1d1y2)�1 � (s1x2; s2y2)�= �(s1d2x2; y2)�1 � ((s0d2x2; s1d2y2)�1)(s0d0d2x2;d0y2) � (s1d2x2; s0d0y2) � (s0d2x2; y2)�(d0x2;s0d20y2)� �(s0d2x2; y2)�1 � (s0d2x2; s1d0y2)�1 � (s20d21x2; y2)(d2x2;s0d20y2) � (s0d2x2; s1d1y2)�(d0x2;s0d20y2)� �(s0d2x2; s1d1y2)�1�(d0x2;s0d20y2) � (x2; s20d20y2) � (s0d1x2; s1d1y2) � (x2; s1d1y2)�1�(x2; s1d1y2) � (x2; y2)�1 � (s0d0x2; s1d0y2)�1 � (s1d2x2; y2)(d0x2;s0d20y2)= �(s1d2x2; s0d0y2) � (s0d2x2; s1d0y2)�1 � (s20d21x2; y2)(d2x2;s0d20y2)�(d0x2;s0d20y2) � (x2; s20d20y2)�(s0d1x2; s1d1y2) � (x2; y2)�1 � (s0d0x2; s1d0y2)�1 � ((s0d2x2; s1d2y2)�1)(s0d0d2x2;d0y2)�(d0x2;s0d20y2)on permuting the terms cyclically by two places and cancelling. Using u � v�2u = v � utwice more, to move the third term to the right one place and the last term to the leftone place, and composing withz2 � �1�2z2 = z2 � �1(d0z�12 � d2z�12 � d1z2)= z2 � (s0d0x2; s1d0y2)�2z2 � (s0d2x2; s1d2y2)d2z�12 �d1z2 � (s0d1x2; s1d1y2)�1= (s0d0x2; s1d0y2) � (s0d2x2; s1d2y2)d0z2 � z2 � (s0d1x2; s1d1y2)�1leaves�(s1d2x2; s0d0y2) � (s0d2x2; s1d0y2)�1�(d0x2;s0d20y2) � (x2; s20d20y2) � (s20d21x2; y2)(d1x2;s0d20y2)which is just f2z2. 53



Thus we have a derivation � corresponding to homotopy h : f ' id. By the work ofsection 2.1.2, h may be replaced by a splitting homotopy, although it may be checkedthat the de�nition of � here is such that it already satis�es the necessary side conditions.2 Before we move on to the next section, there are four more commutativity relationsthat the above homotopy h satis�es with respect to a and b. Recall from [12] that thetensor product of crossed complexes is symmetric, where for crossed complexes C, Dthe homomorphism s : C 
D! D 
 C is given on the generators byC 
D sC;D - D 
 Ccp 
 dq - (dq 
 cp)(�1)pqfor cp 2 Cp, dq 2 Dq.Proposition 2.3.6 For simplicial sets K, L, M the following diagrams commuteI 
 �(K � L�M) hK;L�M- �(K � L�M)
I 
 �(K � L)
 �Mid
 a? hK;L 
 id- �(K � L)
 �M?aI 
 �(K � L�M) hK�L;M - �(K � L�M)

I 
 �K 
 �(L�M)id
 a? s
 id- �K 
 I 
 �(L�M) id
 hL;M- �K 
 �(L�M)?aProof: Suppose as usual that wn = (xn; yn; zn) is a generator of �(K�L�M). Thenthe results need only be checked on the generators � 
 wn of I 
 �(K � L �M); thecommutativity for 0
wn follows by h(0
�) = a� b and propositions 2.2.5 and 2.2.13,and for 1
 wn is trivial. For n = 0 the results are also clear. For n = 1 we have(hK;L�M � aK�L;M)(�
 wn) = aK�L;M(s0x1; s1y1; s1z1)�1= �(s0x1; s1y1)
 d20s1z1��1((id
 a) � (h
 id)) (�
 wn) = (h
 id) (�
 (d1(x1; y1)
 z1 � (x1; y1)
 d0z1))= (s0x1; s1y1)�1 
 d0z154



neglecting the degenerate terms in s1z1, d0s1z1 and h(�
 d1(x1; y1)). Similarly,(hK�L;M � aK;L�M)(�
 wn) = aK;L�M(s0x1; s0y1; s1z1)�1= �d21s0x1 
 (s0y1; s1z1)�1�x1
d0(y1;z1)((id
 a) � (s
 id) � (id
 h)) (�
 wn)= ((s
 id) � (id
 h)) �(�
 d1x1 
 (y1; z1))1
x1
d0(y1;z1) � �
 x1 
 d0(y1; z1)�= (id
 h) �(d1x1 
 �
 (y1; z1))1
x1
d0(y1;z1) � (x1 
 �)�1 
 d0(y1; z1)�= �d1x1 
 (s0y1; s1z1)�1�x1
d0(y1;z1)as required.For the case n � 2 we can again represent everything using a straightforward gen-eralisation of the notion of simplicial operators above. Recall that h was de�ned via�n = � �0n�1 � F 0ns(0) Fn = X0�i�n�2Shu�(i;n�i)sg(�) �s(�0)d(i+ 1)n�i; s(�1)d(0)i�For a simplicial operator G of dimension (p; q), let G(0) and G(1) be the formal sumsgiven by the �rst and second components of the terms in G, and write G = (G(0); G(1))where the summation here takes place in parallel. Then the actions of hK;L�M �aK�L;Mand (id
aK�L;M) � (hK;L
 id) on �
wn may be represented by the formal expressionsn+1Xj=0 �d(j + 1)n+1�j�(0)n ; d(j + 1)n+1�j�(1)n �
 d(0)j�(1)nand nXk=0 ��(0)k d(k + 1)n�k;�(1)k d(k + 1)n�k�
 d(0)kFor n = 1 an argument as above shows that modulo degeneracies these are both equalto �(s0; s1)
 d0. Suppose inductively that the result holds for n� 1:nXj=0 d(j + 1)n�j�n�1 
 d(0)j�(1)n�1 � n�1Xk=0�kd(k + 1)n�1�k 
 d(0)kTaking the derivative of this expression, writing j, k for j � 1, k � 1, and multiplyingon the left by id
 d(0), givesn+1Xj=1 d(j + 1)n+1�j�0n�1 
 d(0)j�(1)n�10 � nXk=1�0k�1d(k + 1)n�k 
 d(0)kThus it remains to show thatn+1Xj=0 d(j + 1)n+1�jF 0ns(0)
 d(0)jF (1)n 0s(0) � nXk=0F 0ks(0)d(k + 1)n�k 
 d(0)k55



The expression d(0)jF (1)n 0s(0) is degenerate for j = 0, and if j � k+1 consists of termsof the form d(0)js(�1)0d(1)is(0) for 0 � i � n, � 2 Shu�(i; n � i). For d(0)js(�1)0 tobe non-degenerate requires � satisfy �(r) � j � 2 for 0 � r � i� 1, and for each i < jthe restriction to j � 1 gives a bijection between such � and Shu�(i; j � 1� i). If Gn;jis the expression obtained from Fn when only these i and � are considered we haved(0)jF (1)n 0 � d(0)jG(1)n;j 0 = d(0)jand d(j + 1)n+1�jG0n;j = F 0j�1d(j + 1)n+1�jHenced(j + 1)n+1�jF 0ns(0)
 d(0)jF (1)n 0s(0) � F 0kd(k + 2)n�ks(0)
 d(0)k+1s(0)for k = j � 1 and the result follows.For the second result we must shown+1Xj=0 d(j + 1)n+1�j�(0)n 
 d(0)j�n � nXj=0(�1)jd(j + 1)n�j 
 �n�jd(0)jwhere the (�1)j comes from the symmetry. By the de�nition of �n we have�n = ��0n�1 � F 0ns(0) = nXi=0(�1)i+1F fi+1gn�i s(0)figwhere the superscripts frg indicate the r-fold derived operator. Now F (0) is frontal, sod(j + 1)n+1�j�(0)n = nXi=0(�1)id(j + 1)n+1�js(i)F fign�iThese terms are degenerate for i < j, and for i � j we haved(j + 1)n+1�js(i)F fign�i = d(j + 1)n�j and d(0)jF fi+1gn�i s(i) = F fi�j+1gn�i s(i� j)d(0)jThusd(j + 1)n+1�j�(0)n 
 d(0)j�n � nXi=j(�1)i+1d(j + 1)n�j 
 F fi�j+1gn�i s(i� j)d(0)j= d(j + 1)n�j 
 (�1)j 0@n�jXi=0(�1)i+1F fi+1gn�j�is(i)1A d(0)j= (�1)jd(j + 1)n�j 
 �n�jd(0)jand we have the result. 2
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Proposition 2.3.7 For simplicial sets K, L, M the following diagrams commuteI 
 �(K � L)
 �M hK;L 
 id- �(K � L)
 �M
I 
 �(K � L�M)id
 b? hK;L�M- �(K � L�M)?bI 
 �K 
 �(L�M) s
 id- �K 
 I 
 �(L�M) id
 hL;M- �K 
 �(L�M)

I 
 �(K � L�M)id
 b? hK�L;M - �(K � L�M)?bProof: Suppose vp;q and wp;q are generators in dimension p + q of �(K � L) 
 �Mand �K 
 �(L �M) as usual. Then the results hold for the generators � 
 vp;q and�
 wp;q for � = 0; 1 in I0 by propositions 2.2.11 and 2.2.13. Also the results are clearfor � 
 vp;q and � 
 wp;q if p or q are zero. Thus we may assume these generators havedimension at least three and work in terms of simplicial operators as before.Let Bp;q = (B(0)p;q ; B(1)p;q) be the simplicial operators representing the shu�e homo-morphism b in each dimension. Then for the �rst result we show inductively that��p+qB(0)p;q ;�(1)p+qB(1)p;q� � �B(0)p+1;q�p; B(1)p+1;q�Partitioning the set of (p; q)-shu�es � according to whether zero is in the image of �1or �0, we obtain the following recursive formula for B:Bp;q = �B(0)p�1;q0; B(1)p�1;q0s(0)�+ (�1)p �B(0)p;q�10s(0); B(1)p;q�10�Together with the inductive hypothesis, this gives��0p+q�1B(0)p;q ;�(1)p+q�10B(1)p;q�= ��0p+q�1B(0)p�1;q0;�(1)p+q�10B(1)p�1;q 0s(0)�+ (�1)p ��0p+q�1B(0)p;q�10s(0);�(1)p+q�10B(1)p;q�10�� �B(0)p;q 0�0p�1; B(1)p;q 0s(0)�+ (�1)p �B(0)p+1;q�10�0ps(0); B(1)p+1;q�10�Also propositions 2.2.11 and 2.2.13 imply the following commutativity relation betweenB and F : �Fp+qB(0)p;q ; F (1)p+qB(1)p;q� � �B(0)p;qFp; B(1)p;q�57



which since B is frontal gives�F 0p+qs(0)B(0)p;q ; F (1)p+q0s(0)B(1)p;q� � �B(0)p;q 0F 0ps(0); B(1)p;q 0s(0)�Combining these results using ��n = �0n�1 + F 0ns(0), we get��p+qB(0)p;q ;�(1)p+qB(1)p;q�� �B(0)p;q 0�p; B(1)p;q 0s(0)�+ (�1)p+1 �B(0)p+1;q�10�0ps(0); B(1)p+1;q�10�But �0ps(0) = s(0)�p, so using the recursive shu�e relation for Bp+1;q gives the requiredresult.For the second part, we use similar arguments to show inductively that��(0)p+qB(0)p;q ;�p+qB(1)p;q� � (�1)p �B(0)p;q+1; B(1)p;q+1�q�Using the recursive formul� for � and B, and since both � and B are frontal, this maybe expanded into���(0)p+q�10B(0)p�1;q0;�0p+q�1B(1)p�1;q0s(0)��(�1)p ��(0)p+q�10B(0)p;q�10s(0);�0p+q�1B(1)p;q�10�� �F (0)p+q 0B(0)p;q 0s(0); F 0p+qB(1)p;q 0s(0)� � (�1)p �B(0)p�1;q+10; B(1)p�1;q+10�0qs(0)�� �B(0)p;q 0s(0); B(1)p;q 0�0q�1�� �B(0)p;q 0s(0); B(1)p;q 0F 0qs(0)�which holds by the inductive hypothesis and propositions 2.2.11 and 2.2.13. 2These two propositions 2.3.6 and 2.3.7 will be used in the next section to show thatthe Eilenberg-Zilber theorem extends to give a coherent system of higher homotopiesI
r 
 �(K0 � : : :�Kr) - �(K0 � : : :�Kr)between the 2r endomorphisms of �(K0� : : :�Kr) de�ned by various composites of aand b.2.3.2 Higher Homotopies and CoherenceFor simplicial sets K, L, M , there are homotopies between�(K � L�M) a2 - �K 
 �L
 �M b2 - �(K � L�M)and the identity, induced either by hK�L;M and hK;L, or by hK;L�M and hL;M . Thesehomotopies are not the same, although they are themselves homotopic via a doublehomotopy I 
 I 
 �(K � L�M) hK;L;M - �(K � L�M)More generally we make the following de�nition:58



De�nition 2.3.8 An r-fold homotopy of crossed complexes is given by a crossed com-plex homomorphism I
r 
 C h - Dwhere C, D are crossed complexes and I
r is the r-fold tensor product of the crossedcomplex I with itself.Given a p-fold homotopy I
p 
 C h- D and a q-fold homotopy I
q 
 E k- Fwe will de�ne h � k to be the (p+ q)-fold homotopy given byI
(p+q) 
 C 
 E h � k - D 
 F
I
p 
 I
q 
 C 
 E�=? id
 s
 id- I
p 
 C 
 I
q 
 E6h
 kwhere s is given by the symmetry of the tensor product. Also for 1 � i � p and� 2 f0; 1g we will write ��i (h) for the (p� 1)-fold homotopy de�ned byI
(p�1) 
 C ��i (h) - D@@@@@f�i 
 id R �����h �I
p 
 Cwhere f�i is the natural monomorphism given on generators byI
(p�1) - I
px1 
 x2 
 � � � 
 xp�1 - x1 
 � � � 
 xi�1 
 �
 xi 
 � � � 
 xp�1We will often use the notation ��i for �0i and �+i for �1i .Note that 0-fold homotopies are given by homomorphisms, and a 1-fold homotopyh is thus just an ordinary homotopy h: ��1 (h) ' �+1 (h) as in section 2.1.1.For convenience in later chapters we will make a change in the conventions of propo-sition 2.3.1, and write hK;L for the homotopy id ' a � b given by the reverse of thehomotopy denoted hK;L in that section. We will also use the notation a(i) and b(i) forthe homomorphisms de�ned by a and b at the ith factor of a product�(K0 � : : :�Kr) a(i)-�b(i) �(K0 � : : :�Ki�1)
 �(Ki � : : :�Kr)and will write h(i) for the homotopy id ' a(i) � b(i).59



Theorem 2.3.9 Suppose that Ki are simplicial sets for 0 � i � r. Then there is anr-fold homotopy I
r 
 �(K0 � : : :�Kr) hK0;K1;:::;Kr- �(K0 � : : :�Kr)These homotopies are natural in the Ki, and satisfy the cubical boundary relations��i (hK0;:::;Kr) = hK0;K1;:::;(Ki�1�Ki);:::;Kr for r � 1�+i (hK0;:::;Kr) = (id
 a(i)) � (hK0;:::;Ki�1 � hKi ;:::;Kr ) � b(i) for r � 1I
(r�1)
�(K0�:::�Kr) id
a(i)- I
(r�1)
�(K0�:::�Ki�1)
�(Ki�:::�Kr)
�(K0�:::�Kr)�+i (hK0 ;::: ;Kr )? � b(i) �(K0�:::�Ki�1)
�(Ki�:::�Kr)?hK0 ;::: ;Ki�1 �hKi;::: ;Krtogether with the relations hK0 = id�K0(id
 b(i)) � ��i (hK0;:::;Kr ) = (id
 b(i)) � �+i (hK0;:::;Kr )��i (hK0;:::;Kr ) � a(i) = �+i (hK0;:::;Kr ) � a(i)Proof: Suppose K0; K1; : : : ; Kr are simplicial sets and write Kji for the productKi �Ki+1 � : : :�Kj for 0 � i � j � r. Then the r-fold homotopies hK0;:::;Kr may bede�ned inductively byhK0;K1;:::;Kr = (idI 
 hK10 ;K2;:::;Kr ) � hK0;Kr1where hK0 = idK0 and hK0;K1 is as de�ned earlier. Thus hK0;K1;:::;Kr is the composite ofthe maps I
i 
 �(K0 � : : :�Kr) idI
(i�1) 
 h(i)- I
(i�1) 
 �(K0 � : : :�Kr)for i = r; r � 1; : : : ; 1.To prove that the r-fold homotopies h satisfy the appropriate boundary relations,we need a lemma.Lemma 2.3.10 The maps a, b, h as above satisfyhKi0;Ki+1 ;:::;Kr � a(i) = (idI
(r�i) 
 a(i)) � (s
 id�Kri ) � (id�Ki�10 
 hKi ;:::;Kr )hK0;:::;Ki�2 ;Kri�1 � a(i) = (idI
(i�1) 
 a(i)) � (hK0;:::;Ki�1 
 id�Kri )and (idI
(r�i) 
 b(i)) � hKi0;Ki+1 ;:::;Kr = (s
 id�Kri ) � (id�Ki�10 
 hKi ;:::;Kr ) � b(i)(idI
(i�1) 
 b(i)) � hK0;:::;Ki�2 ;Kri�1 = (hK0;:::;Ki�1 
 id�Kri ) � b(i)60



Proof: We prove the �rst result of these four; the others are similar. Assume induc-tively that the result holds with Ki and Ki+1 replaced by their producthKi+10 ;Ki+2 ;:::;Kr � a(i) = (idI
(r�i�1) 
 a(i)) � (s
 id�Kri ) � (id�Ki�10 
 hKi+1i ;Ki+2;:::;Kr )and consider the diagramI
(r�i)
�Kr0 id
hKi+10 ;Ki+2 ;::: ;Kr - I
�Kr0 h(i+1) - �Kr0
I
(r�i)
�Ki�10 
�Kriid
a(i)?

I
�Ki�10 
I
(r�i�1)
�Kriid
s
id? id
hKi+1i ;Ki+2 ;::: ;Kr- I
�Ki�10 
�Kri
id
a(i)?

�Ki�10 
I
(r�i)
�Kris
id? id
hKi+1i ;Ki+2 ;::: ;Kr- �Ki�10 
I
�Kris
id? id
h(i+1)- �Ki�10 
�Kri?
a(i)

This commutes by the inductive hypothesis, by naturality of s and by proposition 2.3.6.Since the horizontal composites are just the inductive de�nitions of hKi0;Ki+1 ;:::;Kr andid
 hKi ;:::;Kr we have the required result. 2Returning to the proof of the proposition, we can writehK0;:::;Kr = (idI
i 
 hKi0;Ki+1;:::;Kr) � (idI
(i�1) 
 h(i)) � hK0;:::;Ki�2 ;Kri�1Since ��1 h(i) = id and �+1 h(i) = a(i) � b(i) this gives��i hK0;:::;Kr = (idI
(i�1) 
 hKi0;Ki+1 ;:::;Kr ) � hK0;:::;Ki�2 ;Kri�1�+i hK0;:::;Kr = �idI
(i�1) 
 (hKi0;Ki+1 ;:::;Kr � a(i) � b(i))� � hK0;:::;Ki�2 ;Kri�1= (id
 a(i)) � (id
 s
 id) � (id
 hKi ;:::;Kr) � (hK0;:::;Ki�1 
 id) � b(i)by �rst and fourth parts of the lemma, and the ��i boundary relations follow. The �naltwo relations hold by the second and third parts of the lemma since b(i) � a(i) = id. 2The following additional properties of the r-fold homotopies h are easy consequencesof the relations given in the theorem. 61



Proposition 2.3.11 Given simplicial sets Ki with corresponding higher homotopies has above, the following equations hold�+i (hK0;:::;Kr ) = id
 a(i) � id
 b(i) � �+i (hK0;:::;Kr )= �+i (hK0;:::;Kr ) � a(i) � b(i)id
 b(i) � hK0;:::;Ki�1�Ki ;:::;Kr = hK0;:::;Ki�1 � hKi ;:::;Kr � b(i)hK0;:::;Ki�1�Ki;:::;Kr � a(i) = id
 a(i) � hK0;:::;Ki�1 � hKi ;:::;KrSuppose that hK0;K1;:::;Kr is an r-fold homotopy of the theorem. Then for each � =(�1; �2; : : : ; �r), �i 2 f0; 1g, there is an endomorphism h�K0;K1;:::;Kr of �(K0 � : : :�Kr)given by restricting the homotopy to the corner � of the r-cube I
r. That is,h�K0;K1;:::;Kr (x) = hK0;K1;:::;Kr (�1 
 � � � 
 �r 
 x)We say that the various r-fold homotopies h of the theorem provide a coherent systemof homotopies between the homomorphisms h�.For simplicial sets L0; L1; : : : ; Lk the diagonal approximation and shu�e maps givehomomorphisms �(L0 � L1 � : : :� Lk) ak -� bk �L0 
 �L1 
 : : :
 �Lkwhich are well de�ned by the associativity of a and b. Thus for � = (�1; �2; : : : ; �r) asbefore we have homomorphisms a� and b��(K0 �K1 � : : :�Kr) a� -� b� �0@i1�1Yi=i0 Ki1A
 �0@i2�1Yi=i1 Ki1A
 : : :
 �0@ik+1�1Yi=ik Ki1Awhere i1 < i2 < : : : < ik are those i such that �i = 1, and i0 = 0, ik+1 = r + 1. Inparticular, a� = b� = id if �i = 0 for 1 � i � r.By using the boundary relations which the h satisfy, we can show that the homo-morphisms a� and b� give an explicit description of the endomorphisms h�.Proposition 2.3.12 For h an r-fold homotopy and � 2 f0; 1gr as above, the endo-morphism given by h� is precisely the composite a� � b�. Thus the r-fold homotopiesh provide a system of coherent homotopies between the various composites ak � bk for0 � k � r.These results will be used in chapter four to make precise the statement that `up tohomotopy' there is an enriched natural adjunction between simplicial enrichments of �and N . 62



Chapter 3Homotopy Colimits and SmallResolutions3.0 IntroductionIn this chapter we give a de�nition of homotopy colimits of diagrams of crossed com-plexes. It is proved that there is a strong deformation retractionhocolimCrs(F � �) ' �(hocolimS F )for F a small diagram of simplicial sets and hocolimS F its homotopy colimit as de�nedin [4]. We discuss an alternative de�nition of homotopy colimit in SimpSet, writtenhocolim0S, such that there is a natural isomorphismhocolim0S(F � Ner) �= Ner(hocolimCat F )for F a small diagram of categories and hocolimCat the usual homotopy colimit inCat [38].As a simple motivating example, these results are applied to a functor correspondingto a group action. This gives a free crossed resolution for a semidirect product of groupswhich is a strong deformation retraction of the standard resolution, and which may bewritten as a twisted tensor product of standard resolutions.The structure of this chapter is as follows. In the �rst section we set out themotivation in terms of �nding small resolutions of semidirect products of groups.In the second section, we recall the Bous�eld-Kan de�nition of homotopy colimit inSimpSet in terms of a coend and of the diagonal of a bisimplicial set 	. An alternative(homotopy equivalent) de�nition is proposed using the Artin-Mazur diagonal of thetranspose 	0 of 	, and it is shown that this behaves better with respect to homotopycolimits in Cat as de�ned by the Grothendieck construction.In the third section, we propose a de�nition of homotopy colimits in the monoidalclosed category of crossed complexes, both in terms of a coend and of a total complex63



of a simplicial crossed complex. The main result that we prove is that the fundamentalcrossed complex functor preserves homotopy colimits up to a strong deformation retrac-tion. Finally we apply this result to obtain a small crossed resolution of a semidirectproduct of groups in terms of a twisted tensor product.3.1 Motivation: Small Crossed Resolutions3.1.1 Standard crossed resolutionsRecall the following:De�nition 3.1.1 Suppose C is a small category. Then the nerve of C is the simplicialset Ner(C) given by strings of composable arrows in C:Ner(C)n = f[x0; a1; x1; a2; x2; : : : ; an; xn] : ai 2 C(xi�1; xi)gThe degeneracy maps are given by inserting an identity arrow:si[x0; a1; x1; : : : ; an; xn] = [x0; a1; x1; : : : ; ai; xi; exi; xi; ai+1; xi+1; : : : ; an; xn]The �rst and last boundary maps are given by deleting the �rst and last arrow respec-tively, and the others by composing consecutive arrows:d0[x0; a1; x1; : : : ; an; xn] = [x1; a2; x2; : : : ; an; xn]dn[x0; a1; x1; : : : ; an; xn] = [x0; a1; x1; : : : ; an�1; xn�1]di[x0; a1; x1; : : : ; an; xn] =[x0; a1; x1; : : : ; ai�1; xi�1; ai � ai+1; xi+1; ai+2; xi+2 : : : ; an; xn] for 1 � i < nThe n-simplices [x0; a1; x1; a2; x2; : : : ; an; xn] will often be written as [a1; a2; : : : ; an],or as [ ]x0 in the zero-dimensional case.The functor Ner : Cat ! Simp has a left adjoint c : Simp ! Cat termedcategorisation. The category c(K) has object set K0 and is generated by arrows a1for each one-simplex a1 2 K1. Identity arrows are given by degenerate one-simplices,source and target maps by the boundary maps, and there are relations from the two-simplicies. Altogether the relations are thus:s0a0 = ea0d1a1 = sa1d0a1 = ta1d1a2 = d2a2 � d0a2The bijection of hom-sets Cat(c(K);C) �= SimpSet(K;Ner(C)) is well known, as isthe isomorphism of categories c (Ner(C)) �= C.64



In the case where C is a group, the nerve of C is said to give a simplicial set whichresolves the group structure. This simplicial set has a single zero-simplex, and hasfundamental group the original group C and all higher homotopy groups trivial. Takingthe fundamental crossed complex of the nerve thus gives a crossed complex whosehomology is C in dimension one and trivial in higher dimensions. The fundamentalcrossed complex of the nerve has been proposed in [27, 11] as an algebraic resolutionof the group structure.De�nition 3.1.2 The standard crossed resolution C(G) of a group G is given by thefundamental crossed complex of its nerve.Group C - Crs@@@@@@Ner R ������� �SimpSetWe will also write C for the functor de�ned on the whole of Cat.Using de�nition 1.3.1 we may present the functor C in terms of generators andrelations.Proposition 3.1.3 Suppose G is a group. Then C(G) is the crossed complex of groupsgenerated by elements [g1; g2; : : : ; gn] 2 C(G)n subject to the relations[g1; g2; : : : ; gn] = e in C(G)n if any gi is the identity�2[g1; g2] = [g2]�1 � [g1]�1 � [g1g2]�3[g1; g2; g3] = [g2; g3]�1 � [g1; g2][g3] � [g1g2; g3] � [g1; g2g3]�1�n[g1; g2; : : : ; gn] = [g2; : : : ; gn]�1 � �[g1; : : : ; gn�1][gn ]�(�1)n+1� n�1Yi=1 [g1; : : : ; gigi+1; : : : ; gn](�1)i+1 for n � 4Note that the only relations involved are those for boundaries and degeneracies andso C(G) can be regarded as free in a certain sense. Thus the standard crossed resolutionof G is termed a free aspherical resolution for G.If G, H are groups, then we may form the tensor product of the crossed resolu-tions C(G) and C(H). Combining propositions 1.2.5 and 3.1.3, this has the followingstandard presentation.Proposition 3.1.4 Suppose G, H are groups. Then the tensor product C(G)
 C(H)is the crossed complex of groups given by generators ap
 bq in dimension n = p+ q forall ap = [g1; : : : ; gp] 2 Ner(G) and bq = [h1; : : : ; hq] 2 Ner(H), subject to the relations:65



1. ap 
 bq = �, the identity element, if any of the gi or hi are identities2. �2(a2 
 b0) = ([g2]
 [ ])�1 � ([g1]
 [ ])�1 � ([g1g2]
 [ ])�2(a0 
 b2) = ([ ]
 [h2])�1 � ([ ]
 [h1])�1 � ([ ]
 [h1h2])�2(a1 
 b1) = ([ ]
 [h1])�1 � ([g1]
 [ ])�1 � ([ ]
 [h1]) � ([g1]
 [ ])�3(a1 
 b2) = ([g1]
 [h2]) � ([ ]
 [h1; h2])[g1]
[ ] � ([g1]
 [h1h2])�1� ([ ]
 [h1; h2])�1 � ([g1]
 [h1])[ ]
[h2]�3(a2 
 b1) = ([g2]
 [h1])�1 � ([g1; g2]
 [ ])[ ]
[h1] � ([g1g2]
 [h1])� ([g1; g2]
 [ ])�1 � �([g1]
 [h1])[g2]
[ ]��1�p(ap 
 b0) = �h(ap 
 b0) for p � 3�q(a0 
 bq) = �v(a0 
 bq) for q � 3�p+q(ap 
 bq) = �h(ap 
 bq) � (�v(ap 
 bq))(�1)p otherwisewhere the abbreviations �h(ap
 bq) and �v(ap 
 bq) stand for the following expressions:�h(ap 
 bq) = ([g2; : : : ; gp]
 [h1; : : : ; hq])�1� �([g1; : : : ; gp�1]
 [h1; : : : ; hq])[gp]
[ ]�(�1)p+1� p�1Yk=1([g1; : : : ; gkgk+1; : : : ; gp]
 [h1; : : : ; hq])(�1)k+1�v(ap 
 bq) = ([g1; : : : ; gp]
 [h2; : : : ; hq])�1� �([g1; : : : ; gp]
 [h1; : : : ; hq�1])[ ]
[hq ]�(�1)q+1� q�1Yk=1([g1; : : : ; gp]
 [h1; : : : ; hkhk+1; : : : ; hq])(�1)k+1Now consider the standard resolution of the product G � H of the two groups G,H. Since the nerve functor commutes with products we haveC(G�H) �= �(NerG� NerH)Comparing this with C(G)
C(H) �= �(NerG)
�(NerH) we �nd that we may replacethe standard resolution of the product by the tensor product of standard resolutions,as follows.Theorem 3.1.5 Suppose G, H are groups with product G�H. Then the tensor productC(G)
 C(H) de�nes a free aspherical resolution for G�H.Proof: From the presentation of C(G) 
 C(H) above it can be seen that there areno relations except those given by the boundary maps and degeneracies, and so wehave freeness. We also know from theorem 2.3.1 that C(G�H) and C(G)
C(H) arehomotopy equivalent. But the former is the standard aspherical resolution for G�H,and so the latter is also an aspherical resolution since homotopy equivalence impliesequivalence in homology. 2 66



3.1.2 Semidirect products and homotopy colimits in CatIn the previous section it was shown that a resolution for a product of groups maybe obtained from the tensor product of the resolutions. The important point to noteis that the resulting free crossed complex is smaller than the standard resolution ofthe product group, and that the Eilenberg-Zilber theorem gives a strong deformationretraction of the larger onto the smaller. Consider now the case where the group Hacts on the group G, and let E be the semidirect product of G by H. We would liketo use the semidirect product decomposition to �nd a free aspherical crossed resolutionfor E which is smaller than the standard resolution C(E).An action of a group H on a group G is a function H � G - G, written(h; g) - gh, satisfyinggeH = g; gh1h2 = (gh1)h2; eGh = eG; (g1g2)h = g1hg2hNote that this is consistent with de�nition 1.1.3.The function H � G - G is not a group homomorphism since we do not have(g1g2)h1h2 = g1h1g2h2 . However regarding the groups G and H as categories we havethe following equivalent formulation:Proposition 3.1.6 An action of a group H on a group G is given by a functor � fromH to Cat such that �(eH) = G.Proof: The correspondence is given by gh = (�h)(g). The �rst two axioms for agroup action given above correspond to the functoriality of �, the other two to thefunctoriality of �(h) for each arrow h of H. 2The next construction we need is due to Grothendieck.De�nition 3.1.7 Suppose I is a small category and F a functor from I to Cat. Thenthe Grothendieck construction on F , written R I F , is the category with objects the pairs(i; x) with i 2 Ob(I) and x 2 Ob(Fi) and arrows (f; a) : (i0; x0) ! (i1; x1) for allf 2 I(i0; i1) and a 2 Arr(Fi1) with source (Ff)(x0) and target x1. The composite ofthe arrows (i0; x0) (f1; a1) - (i1; x1) (f2; a2) - (i2; x2)is de�ned by (f1 � f2; (Ff2)(a1) � a2).Note that the Grothendieck construction comes equipped with a canonical projec-tion (`op�bration') functor p : R I F ! I de�ned by (i; x) 7! i and (f; a) 7! f .Consider again the case of a functor � : H ! Cat : eH 7! G corresponding toa group action as above. The Grothendieck construction RH � on this functor is the67



category with a single object (eH ; eG) and set of arrows (h; g) for all h 2 H and g 2 G.Composition of arrows is given by(h1; g1)(h2; g2) = (h1h2; gh21 g2)Thus we haveProposition 3.1.8 The Grothendieck construction applied to a functor � : H ! Catcorresponding to a group action of H on G gives the usual semidirect product E of Gby H. The canonical projection p corresponds to the epimorphism E ! H, (h; g) 7! h,which gives the usual split short exact sequence of groups1! G! E ! H ! 1The following de�nition is due to Thomason [38].De�nition 3.1.9 Suppose that F : I ! Cat is any diagram of categories and func-tors. Then the homotopy colimit of F , hocolim(F ), is de�ned by the Grothendieckconstruction on F .In particular suppose � : H ! Cat : eH 7! G is a functor corresponding to agroup action. Then E = hocolim(�) is the semidirect product of G by H. Whenconsidering the e�ect under the functor C : Cat ! Crs we will see that there is ade�nition of hocolim in Crs such that hocolim(� � C) is a strong deformation retractof C(hocolim(�)). That is, using the semidirect product decomposition we have anaspherical resolution for E which is smaller than the standard resolution. It will turnout that the small resolution has a presentation with the same generators (but di�erentboundary relations) as that for C(G)
C(H). For this reason the new resolution of thesemidirect product may be considered as a perturbation of the small resolution for thedirect product, and will lead to a de�nition of a twisted tensor product C(G)
� C(H).Also the small resolution for the semidirect product will be free in our usual sense.3.2 Simplicial Homotopy Colimits3.2.1 Introduction to coendsIn this section we give a brief review of the de�nitions and calculus of certain limitsand colimits termed ends and co-ends respectively. A basic reference for this sectionis [32].De�nition 3.2.1 Suppose C is an arbitrary complete category, I a small category, andF a functor Iop � I ! C. Then the end of F over I, written Ri F (i; i) is given by thefollowing equaliser in CZi F (i; i) - Yi2Ob(I)F (i; i) a -b - Yf2I(ii ;i2)F (i1; i2)68



where a and b are those arrows de�ned componentwise bya � �f = �i1 � F (i1; f) and b � �f = �i2 � F (f; i2)Often C will be an `algebraically-de�ned' category, and in this case, working withelements, we can de�ne the end as follows. Let A be the object of C formed from theOb(I)-indexed product of the objects F (i; i), and write the elements of A as sequences(xi)i2Ob(I). For f an arrow of I(j; k) we write f i� : F (i; j) ! F (i; k) for the morphismF (i; f), and f �i : F (k; i) ! F (j; i) for the morphism F (f; i). Then Ri F (i; i) is thesubobject of A consisting of those sequences satisfying the relation f j� (xj) = f �k (xk) inF (j; k) for all arrows f : j ! k in I. F (j; j)
F (k; k) f �k- F (j; k)?f j�Example 3.2.2 If F , G are functors from I to C, then there is a functorIop � I - Set(i; j) - C(F (i); G(j))de�ned by the hom-sets, and the end ZiC(F (i); G(i)) is just the set of natural trans-formations from F to G.Dually, there is:De�nition 3.2.3 Suppose C is an arbitrary cocomplete category, I a small category,and F a functor Iop � I ! C. Then the coend of F over I, written R i F (i; i) is givenby the following coequaliser in Caf2I(ii ;i2)F (i2; i1) a -b - ai2Ob(I)F (i; i) - Z i F (i; i)where a and b are those arrows de�ned componentwise by�f � a = F (i2; f) � �i2 and �f � b = F (f; i1) � �i1In suitable categories C we can de�ne coends more explicitly in terms of generatorsand relations. Let A be the Ob(I)-indexed free product of the objects F (i; i) inC. Then
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R i F (i; i) is the quotient object of A given by imposing the relations fk� (x) = f �j (x) foreach f : j ! k in I and x in F (k; j).F (k; j) fk�- F (k; k)
F (j; j)f �j ?Since ends and coends may be viewed in terms of limits and colimits, they arepreserved by the appropriate adjoint functors and by hom-set functors. Suppose F , Gare functors from Iop � I to C, D respectively, that L : C! D is a functor with rightadjoint R, and that C is an object of C. Then the following natural isomorphisms holdwhen the appropriate ends and coends exist:R�ZiG(i; i)� �= ZiR (G(i; i))L�Z i F (i; i)� �= Z i L (F (i; i))C�C; Zi F (i; i)� �= ZiC (C; F (i; i))C�Z i F (i; i); C� �= ZiC (F (i; i); C)Ends and coends also have nice properties with respect to natural transformations.Given functors F;G : Iop � I ! C and a natural transformation � : F ) G there areuniversal morphisms in CZi F (i; i) Ri �i;i - ZiG(i; i) Z i F (i; i) R i �i;i - Z iG(i; i)providing the appropriate ends and coends exist. Furthermore this process is functorialin that it takes identity and composite natural transformations to the correspondingidentity and composite morphisms.3.2.2 Homotopy colimits of simplicial sets: : :In this section we recall the de�nition of homotopy colimits in SimpSet from [4].Suppose I is a small category. Recall that for any object i of I the cocomma categoryi=I is that category with objects given by the arrows f : i! j in I for all objects j ofI, and arrows from f1 : i! j1 to f2 : i! j2 given by arrows a : j1 ! j2 of I such that
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the triangle i	�����f1 @@@@@f2Rj1 a - j2commutes. Composition in i=I is de�ned by that in I. Now an arrow g : i1 ! i2 inducesa functor g=I : i2=I ! i1=I by precomposition. Thus the cocomma construction de�nesa contravariant functor (�=I) : Iop ! Cat.Suppose we have a small diagram of simplicial sets given by a functor F : I !SimpSet. Consider the functor Ner(�=I) � F de�ned byIop � I Ner(�=I)� F- SimpSet� SimpSet � - SimpSetDe�nition 3.2.4 The homotopy colimit of a diagram F : I ! SimpSet is given bythe coend of Ner(�=I) � F over I:hocolim(F ) �= Z iNer(i=I) � F (i)For F a functor as above, let 	(F ) be the bisimplicial set with (p; q)-simplices givenby pairs (a; b) where a = [i0; f1; i1; : : : ; fp; ip] 2 Ner(I)p and b 2 F (i0)q. The verticalface and degeneracy maps are de�ned by those of the simplicial sets F (i0) and thehorizontal face and degeneracy maps by those of Ner(I), except that dh0 is de�ned by(a; b) 7! (d0a; bf1)where we are writing bf1 for (F (f1))(b). That this does de�ne a bisimplicial set is clear;dh0dh0 = dh0dh1 follows from the functoriality of F , and the vertical face and degeneracyfunctions commute with dh0 since each F (f1) is a morphism of simplicial sets.Proposition 3.2.5 Suppose F is a functor I ! SimpSet as above. Then there is anatural isomorphism 	(F ) �= Z iNer(i=I)�(2) F (i)between the bisimplicial set 	(F ) and the coend ofIop � I Ner(�=I)� F- SimpSet� SimpSet �(2)- BiSimpSetProof: Elements of Ner(i=I)p may be written as pairs (f0; a) for f0 : i! i0 an arrowof I and a = [i0; f1; i1; : : : ; fp; ip] in Ner(I)p, and the face and degeneracy maps act bysr(f0; a) = (f0; sra); dr(f0; a) = (f0; dra); (r > 0); d0(f0; a) = (f0 � f1; d0a)71



Let A be the disjoint union of the Ner(i=I)�(2) F (i). Then elements of Ap;q are givenby triples (f0; a; b) for f0, a as above and b 2 F (i)q, and the relation f j� (x) � f �k (x)becomes (f0; a; (Ff)(b)) � (f � f0; a; b)Each (f0; a; b) is thus related to a unique element of the form (e; a; b0) with e theidentity arrow at i0 and b0 2 F (i0)q, given by (F (f0))(b). The faces and degeneracies ofan element of the form (e; a; b) are again of this form, except for the zeroth horizontalface for which we havedh0(e; a; b) = (f1; d0a; b) � (e; d0a; (F (f1))(b))Thus the quotient of A by � is naturally isomorphic to 	(F ), and we have the result.2Corollary 3.2.6 The homotopy colimit of a diagram F as above is naturally isomor-phic to the diagonal of the bisimplicial set 	(F ).Proof: The functor Diag : BiSimpSet! SimpSet has a right adjoint, which takesa simplicial set K to the bisimplicial set X with Xp;q = SimpSet(4p �4q; K). ThusDiag commutes with coends and we haveZ iNer(i=I) � F (i) �= Z iDiag �Ner(i=I)�(2) F (i)��= Diag�Z iNer(i=I)�(2) F (i)�that is, hocolim(F ) �= Diag	(F ). 23.2.3 : : :using the Artin-Mazur diagonalIn this section we will introduce an alternative de�nition of homotopy colimits inSimpSet which has slightly nicer properties with respect to the nerve functor fromCat.We considered in section 2.2.1 the Artin-Mazur diagonalBiSimpSet r- SimpSet.Zisman has shown [16, loc. cit.] that the comparison map Diag(X) - r(X) given byxn;n - �(dh1)nxn;n; (dh2)n�1dv0xn;n; : : : ; (dhi+1)n�i(dv0)ixn;n; : : : ; (dv0)nxn;n�induces a weak homotopy equivalence between Diag and r. For the bisimplicial setswhich arose in the previous section, we have the following stronger result.Proposition 3.2.7 Given a functor F : I ! SimpSet, the simplicial sets Diag	(F )and r	(F ) are naturally isomorphic. 72



Proof: Elements of r	(F )n are given by those (n + 1)-tuples of pairs (ak; bk)0�k�nwith ak 2 Ner(I)k and bk 2 F (dk1ak)n�k, and satisfying dv0(ak; bk) = dhk+1(ak+1; bk+1) in	(F ).Writing ak = [fk;1; fk;2; : : : ; fk;k] the conditions (ak; d0bk) = (dk+1ak+1; bk+1) that theelements must satisfy become fj;k = fn;k and bk = dk0b0. Thus an n-simplex of r	(F )is completely determined by the n-simplices an = [f1; f2; : : : ; fn] and b0 2 F (sf1)n.Conversely any pair (a; b) with b 2 F (dn1a)n gives an n-simplex (dn�kk+1a; dk0b)0�k�n ofr	(F ). Under this correspondence the face and degeneracy maps in r	(F ) becomed0(a; b) = (d0a; d0bf1), di(a; b) = (dia; dib) for i � 1, and si(a; b) = (sia; sib).But this is precisely a description of the elements and the face and degeneracy mapsof Diag	(F )n. 2Corollary 3.2.8 The homotopy colimit of a diagram F as above is naturally isomor-phic to the Artin-Mazur diagonal of the bisimplicial set 	(F ).We note that this isomorphism may be thought of as an extension of the result thatDiag(K �(2) L) �= K � L �= r(K �(2) L) to a result for a twisted cartesian product.The existence of the extended result is mainly due to the fact that the twisting onlyappears in dh0 which does not occur in the relation dv0xk = dhk+1xk+1 used to de�ne theArtin-Mazur diagonal.Suppose instead of the bisimplicial set 	(F ) we consider its transpose 	0(F ) ob-tained by interchanging the rôles of horizontal and vertical. Clearly 	0(F ) and 	(F )are weakly homotopy equivalent. Also 	0(F ) may be de�ned as the coend of the com-posite of F (�)�(2) Ner(�=I) and the symmetry functor Iop � I ! I � Iop. Note thatalthough Diag	(F ) �= Diag	0(F ), it is not in general true that Diag	0(F ) �= r	0(F )since now the twisting of dv0 interacts with the de�nition of r.We make the following alternative de�nition of homotopy colimits in SimpSet.De�nition 3.2.9 For F a diagram I ! SimpSet, hocolim0(F ) is the simplicial setgiven by r	0(F ).Proposition 3.2.10 For F a functor I ! SimpSet, there is a natural comparisonmap �0 from Diag	0(F ) to r	0(F ) de�ned by(b; a) 7! � (dn1b; a); (dn�12 bf1 ; [f2; : : : ; fn]); (dn�23 bf1f2 ; [f3; : : : ; fn]); : : : ;(dn�kk+1bf1f2���fk ; [fk+1; fk+2; : : : ; fn]); : : : ; (bf1f2���fn ; [ ]tfn) �where a = [f1; f2; : : : ; fn] 2 Ner(I)n and b 2 F (sf1)n, and we write bf for (F (f))(b).If F (f) is an isomorphism for each arrow f of I (in particular, if I is a groupoid) thecomparison map becomes an isomorphism.73



Proof: Since the twisted face dv0 is not used in the de�nition of the faces or degeneraciesof r, it is a routine check that �0 is a simplicial map. Suppose (bk; ak)0�k�n is anarbitrary n-simplex of r	0(F ) with ak = [fk;1; fk;2; : : : ; fk;n�k] and bk 2 F (sfk;1)k.Then the condition dv0(bk; ak) = dhk+1(bk+1; ak+1) may be written bkfk;1 = dk+1bk+1 and[fk;2; : : : ; fk;n�k] = [fk+1;1; : : : ; fk+1;n�k�1]. Clearly these conditions are satis�ed by�0(b; a). Also if each F (f) is invertible, then the element (bk; ak)0�k�n is determined bybn and a0, and in particular �0 has a 2-sided inverse. 2As a special case we haveCorollary 3.2.11 Suppose that H �- Cat is a functor corresponding to a groupaction. Then there is a natural isomorphismhocolim(� � Ner) �= hocolim0(� � Ner)Thomason has shown in [38] that for an arbitrary diagram F : I ! Cat inCat thereis a weak homotopy equivalence between the nerve of the Grothendieck construction onF and the homotopy colimit of the diagram F � Ner in SimpSet, and for this reasonthe Grothendieck construction is thought of as de�ning homotopy colimits in Cat. Itis interesting that replacing hocolim by hocolim0 gives a natural isomorphism ratherthan a weak equivalence:Theorem 3.2.12 Suppose I is a small category and F an arbitrary functor I ! Cat.Then the nerve of the Grothendieck construction on F and the Artin-Mazur diagonalof 	0(F � Ner) are isomorphic.Ner Z I F! �= r	0(F � Ner)Proof: An n-simplex of r	0(F �Ner) is given by an (n+1)-tuple of pairs (bk; ak)0�k�nwhere ak = [ik;0; fk;1; ik;1; : : : ; fk;n�k; ik;n�k] 2 Ner(I)bk = [xk;0; gk;1; xk;1; : : : ; gk;k; xk;k] 2 Ner(F (ik;0))and these data must satisfy the conditions[ik;1; fk;2; ik;2; : : : ; fk;n�k; ik;n�k] = [ik+1;0; fk+1;1; ik+1;1; : : : ; fk+1;n�k�1; ik+1;n�k�1][xfk;1k;0 ; gfk;1k;1 ; xfk;1k;1 ; : : : ; gfk;1k;k ; xfk;1k;k ] = [xk+1;0; gk+1;1; xk+1;1; : : : ; gk+1;k; xk+1;k]where as usual we write the operation of the functor F (f) as a right action x 7! xf ,g 7! gf . These conditions imply that the (n+1)-tuple is completely determined by a0 =[i0;0; f0;1; i0;1; : : : ; f0;n; i0;n] and the elements [x0;0; g1;1; x1;1; : : : ; gn;n; xn;n]. Converselyany data c = [i0; f1; i1; : : : ; fn; in] in Ner(I) and d = [x0; g1; x1; : : : ; gn; xn] with xk 2Ob(F (ik)) and gk 2 (F (ik))(xfkk�1; xk) determine an n-simplex of r	0(F � Ner) byij;k = ij+kfj;k = fj+kxj;k = xjfj+1 ���fkgj;k = gjfj+1 ���fk (3:1)74



and these processes are inverse. Note that if hocolim(F ) = R I F is the category givenby the Grothendieck construction on F then an n-simplex of Ner(hocolim(F )) is givenby a string [(i0; x0); (f1; g1); (i1; x1); (f2; g2); (i2; g2); : : : ; (fn; gn); (in; xn)]where ik 2 Ob(I), fk 2 I(ik�1; ik), xk is an object of F (ik), and gk is an arrow of (F (ik))with source (Ffk)(xk�1) and target xk. But this corresponds precisely to the data (c; d)above, so (3.1) gives a bijectionNer(hocolim(F ))n �n - r	0(F � Ner)nIt is straightforward to check that this de�nes a morphism of simplicial sets. 2Thus if we de�ne homotopy colimits in Cat by the Grothendieck construction andin SimpSet by hocolim0 rather than hocolim, we have that the nerve functor preserveshomotopy colimits up to natural isomorphism, and Thomason's weak equivalence maybe considered in the context of that of Zisman between Diag and r and also thatbetween a bisimplicial set and its transpose.3.3 Homotopy Colimits of Crossed Complexes3.3.1 Kan extensions and monoidal categoriesWe recall here a few details of the theories of (left) Kan extensions and of closed(symmetric) monoidal categories. These concepts will then be used to try to formulatea general framework for the constructions of the rest of the chapter.The left Kan extension construction may be considered in a similar way to that ofinduced modules discussed in section 1.2.1. Suppose I, C and D are categories, and Yis a functor I - D. Composition with Y then gives an induced functor[D;C] Y �- [I;C] I	�����Y ..............Y �GRD G - Cbetween the functor categories. In many cases (for example if C is cocomplete) thefunctor Y � will have a left adjoint, written LanY . For a particular functor F from I to
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C, the functor LanY (F ) from D to C is termed the left Kan extension of F along Y .[I;C] LanY- [D;C] I	�����Y @@@@@F RD . . . . . . . . . . . . . . . . . . . . . . . . .LanY (F ) - CThe case we will be most interested in is when D is itself given as the functorcategory [Iop;Set] and Y is the functorI Y - [Iop;Set]i - I(�; i)de�ned by the hom-sets and the composition in I. For any functor Iop G- Set andobject i of I the Yoneda lemma gives a natural bijection between elements of the setG(i) and natural transformations I(�; i) =) G, and taking G to be the representablefunctor I(�; j) shows that the functor Y is full and faithful. Thus I may be regardedas a full subcategory of [Iop;Set]. We note the following well-known result that Kanextensions along this embedding may be given by a coend formula.Proposition 3.3.1 Suppose C is cocomplete and F is a functor I - C. Then there isa natural isomorphism between the left Kan extension of F along the Yoneda embeddingI - [Iop;Set] and the functor [Iop;Set] - CG - Z i F (i) �G(i)where C � S denotes the coproduct of copies of C indexed by the elements of the set S.Furthermore, Y � LanY (F ) �= F and LanY (F ) itself has a right adjoint given byC - [Iop;Set]C - I(F (�); C)Proof: Follows from standard manipulations with the end calculus. See for exam-ple [32, X:4]. 2In particular consider the embedding of � into SimpSet. Any functor � - Cthen gives a diagram of the following form �	����� @@@@@RSimpSet -?� C76



Note that we could have given de�nition 1.3.1 in this way, since the presentation thereshows that SimpSet �- Crs is freely generated by its values on the representablefunctors modulo their degeneracies and common faces. The categorisation and nervefunctors discussed in section 3.1.1 also �t this pattern.De�nition 3.3.2 A monoidal structure on a category C consists of1. an object O of C,2. a functor C�C 
- C,3. natural isomorphisms O 
 C l- C and C 
 O r- C for each object C of C,4. a natural isomorphism C 
 (D 
 E) a- (C 
D) 
 E for each triple of objectsC;D;E of C.These data are required to satisfy the following commutative diagramsB 
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DDe�nition 3.3.3 A symmetry for a monoidal structure (C; O;
; l; r; a) is given by anatural isomorphism C 
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 C for each pair of objects C;D of C, satisfyingthe following commutative diagramsC 
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The commutative diagrams in de�nitions 3.3.2 and 3.3.3 are known collectively asthe MacLane-Kelly equations. It follows from a coherence theorem [31, 29] that anydiagram made up of instances of l, r, s and a will commute.Note that any category with �nite products has a cartesian symmetric monoidalstructure, with 
 given by the binary product and O by the terminal object. Theisomorphisms l, r, s and a are given by the universal properties of the limits.De�nition 3.3.4 A symmetric monoidal category (C; O;
; l; r; a; s) is said to be closedif for each object D of C the functor �
D has a right adjoint, written [D;�].C(C 
D;E) �= C(C; [D;E])The counits of these adjuctions give an evaluation map [C;D] 
 C ev- D, corre-sponding to id[C;D]. Using this, [�; D] can be considered as contravariantly functorialin the �rst variable, where for f :C - C 0 the morphism [f;D] corresponds under theadjunction to [C 0; D]
 C id
 f - [C 0; D]
 C 0 ev - DAlso we have internal adjunction isomorphisms [C
D;E] -� [C; [D;E]] correspondingto[C; [D;E]]
 (C 
D) a - ([C; [D;E]]
 C)
D ev 
 id- [D;E]
D ev - E([C 
D;E]
 C)
D a�1 - [C 
D;E]
 (C 
D) ev - Eand internal composition morphisms [D;E]
 [C;D] �- [C;E] corresponding to([D;E]
 [C;D])
 C a�1 - [D;E]
 ([C;D]
 C) id
 ev- [D;E]
D ev - EOur main example of a monoidal closed category is Crs, the category of crossedcomplexes of groupoids. The tensor product and internal hom were explicitly de�nedfor this category in [12] using a natural de�nition of a monoidal closed structure on theequivalent category of `cubical' !-groupoids [9].Other examples are given by cartesian closed categories, for example Cat as dis-cussed earlier. Also note that SimpSet is cartesian closed. In fact for any smallcategory C and functors F;G:C - Set the product functor F � G can be de�nedpointwise using the cartesian product of sets, and a functor [F;G] : C - Set can bede�ned, using the Yoneda embedding Y , by mapping an object C to the set of naturaltransformations Nat(YC �F;G). This gives a cartesian closed structure on the functorcategory [C;Set], sinceNat (E; [F;G]) �= ZC Set (EC;Nat(YC � F;G)) �= ZC Nat (EC � YC � F;G)�= Nat Z C EC � YC � F; G! �= Nat(E � F;G)78



We can now state our aim: to investigate the notion of homotopy colimits in co-complete closed monoidal categories C for which there is a `good' functor� � - CAs above, � induces a pair of adjoint functors�	����� @@@@@� RSimpSet � -?� N Cwhich can be de�ned by�(K) = Z [n] �([n]) �Kn and N(C)n = C(�([n]); C)We have notions of homotopy and deformation retraction in C, de�ned by the tensorproduct and the unit interval object I given by �([1]), and we can make precise theword `good' above by saying that � must satisfy an Eilenberg-Zilber theorem withrepect to these notions.We will concentrate on the case where C = Crs, the category of crossed complexes,although we believe a more general theory proceeds similarly. The category of 1-categories is also believed to be a suitable candidate, using the orientals of Street [37]and the monoidal biclosed structure of Steiner [34]. This category has been shown byGolasi�nski [23] and by Kapranov and Voevodsky [28] to model all homotopy types.3.3.2 Homotopy colimits in CrsWe now propose a de�nition of homotopy colimits for diagrams of crossed complexes.Consider �rst the functor Crs� SimpSet � - SimpCrswhich takes a crossed complex C and a simplicial setK to the simplicial crossed complexC � K with (C � K)p;q = Cp � Kq, crossed complex structures given by Kq-indexedcoproducts of C and simplicial structures by Cp-indexed coproducts of K. Composingwith the simplicial total functor de�ned in section 1.3.3 gives a functorCrs� SimpSet 
 - CrsHowever the de�nitions of S-Tot and 
 given in chapter 1 show thatS-Tot(C �K) �= Tot(C 
(2) �K) �= C 
 �Kand we use this as a slightly more explicit de�nition.79



De�nition 3.3.5 If C is a crossed complex and K a simplicial set, then their tensorproduct C
K is given by the crossed complex C 
 �K.Crs� SimpSet 
 - Crs@@@@@@id� � R ������
 �Crs�CrsSuppose I is a small category and we have a diagram of crossed complexes given bya functor I F- Crs. Consider the functor Ner(�=I)
F de�ned byIop � I �=- I � Iop F � Ner(�=I)- Crs� SimpSet 
 - CrsWe can now make the following de�nitionDe�nition 3.3.6 The homotopy colimit of a diagram I F- Crs of crossed complexesand their homomorphisms is given by the coend of F
Ner(�=I) over I:hocolim(F ) �= Z i F (i)
Ner(i=I)This de�nition may also be given as the total complex of a `twisted' simplicial crossedcomplex �(F ). In a manner similar to the de�nition of 	 (or rather 	0) in section 3.2.2,we let �(F ) be the simplicial crossed complex with elements in �(F )p;q given by pairs(c; a) where a = [i0; f1; i1; : : : ; fq; iq] 2 Ner(I)q and c 2 F (i0)p. The (horizontal) source,target, identity, composition, action and boundary maps are de�ned by those of thecrossed complexes F (i), and the (vertical) face and degeneracy maps are de�ned bythose of Ner(I), except for d0 which repaces i0 by i1 and so must also translate the �rstcomponent from F (i0) to F (i1): (c; a) d0- (cf1 ; d0a)where we write cf1 for (F (f1))(c). Clearly this de�nes a simplicial crossed complex.Analogously to (the transpose of) proposition 3.2.5 we haveProposition 3.3.7 Suppose F is a functor I ! Crs as above. Then there is a naturalisomorphism �(F ) �= Z i F (i) � Ner(i=I)between the simplicial crossed complex �(F ) and the coend over I ofIop � I �=- I � Iop F � Ner(�=I)- Crs� SimpSet � - SimpCrs80



Before we can show that the total complex of the simplicial crossed complex �(F )gives the same thing as the de�nition of hocolim(F ) above we need the following result.Proposition 3.3.8 The simplicial total functor S-Tot has a right adjoint.Proof: First note that any simplicial crossed complex C may be written as a coendC �= Z q C�;q � 4qof the representable crossed complexes C�;q � 4q, and that proposition 1.3.5 showsthat the simplicial total functor is freely generated by its values on the representables,modulo degeneracies and common faces, and soS-Tot(C) �= Z q S-Tot(C�;q � 4q) �= Z q C�;q 
 �(4q)For any crossed complex D the functor �(4�) : � - SimpSet �- Crs de�nes asimplicial crossed complex [�(4�); D] : �op - Crs, and this gives a right adjoint tothe simplicial total functor sinceCrs (S-Tot(C); D) �= Crs�Z q C�;q 
 �(4q); D� �= ZqCrs (C�;q 
 �(4q); D)�= ZqCrs (C�;q; [�(4q); D]) �= SimpCrs (C; [�(4�); D])using a version internal to Crs of the result given in example 3.2.2. 2Proposition 3.3.9 The homotopy colimit of a diagram F of crossed complexes is nat-urally isomorphic to the total complex of the simplicial crossed complex �(F ).Proof: By the above proposition the simplicial total functor preserves coends, soS-Tot�(F ) �= S-Tot�Z i F (i) � Ner(i=I)� �= Z i S-Tot (F (i) � Ner(i=I))�= Z i F (i)
Ner(i=I) �= hocolim(F )as required. 2Following proposition 1.3.5, we can thus give a presentation of the homotopy colimitof F in terms of generators and relations.Proposition 3.3.10 Suppose F is a functor from a small category I to the category ofcrossed complexes of groupoids. Then hocolim(F ) is the crossed complex of groupoidsgiven by generators cp 
 aq 2 hocolim(F )n for all aq = [i0; f0; i1; : : : ; fq; iq] 2 Ner(I)qand cp 2 F (i0)p with n = p+ q, satisfying the following relations81



1. cp 
 aq = et(cp
aq ) if any fk is an identity arrow2. s(c1 
 a0) = sc1 
 a0s(c0 
 a1) = c0 
 [ ]i0t(c0 
 aq) = cf1���fq0 
 [ ]iq for q � 1t(cp 
 aq) = tcf1���fqp 
 [ ]iq for p � 1; q � 03. cc1p 
 aq = (cp 
 aq)cf1���fq1 
[ ]iq for p � 24. (c01 � c1)
 aq = c1 
 aq � (c01 
 aq)cf1���fq1 
[ ]iq for q � 1(cp � c0p)
 aq = cp 
 aq � c0p 
 aq for q = 0 or p � 25. �2(c0 
 a2) = (c0 
 [f2])�1 � (c0 
 [f1])�1 � (c0 
 [f1f2])�2(c1 
 a1) = (tc1 
 [f1])�1 � (c1 
 [ ]i0)�1 � (sc1 
 [f1]) � (cf11 
 [ ]i1)�3(c1 
 a2) = (cf11 
 [f2]) � (sc1 
 [f1; f2])cf1f21 
[ ]i2 � (c1 
 [f1f2])�1� (tc1 
 [f1; f2])�1 � (c1 
 [f1])tcf11 
[f2]�p(cp 
 a0) = �h(cp 
 a0) for p � 2�q(c0 
 aq) = �v(c0 
 aq) for q � 3�p+q(cp 
 aq) = �h(cp 
 aq) � (�v(cp 
 aq))(�1)p otherwisewhere the abbreviations �h(cp
 aq) and �v(cp 
 aq) stand for the following expressions:�h(c1 
 aq) = (tc1 
 aq)�1 � (sc1 
 aq)cf1���fq1 
[ ]iq�h(cp 
 aq) = �pcp 
 aq�v(cp 
 a1) = (cf1p 
 [ ]i1)�1 � (cp 
 [ ]i0)tcp
a1�v(cp 
 aq) = �cf1p 
 [f2; : : : ; fq]��1 � �(cp 
 [f1; : : : ; fq�1])tcf1 ���fq�1p 
[fq ]�(�1)q+1� q�1Yk=1(cp 
 [f1; : : : ; fkfk+1; : : : ; fq])(�1)k+1and cf stands for (F (f))(c) as usual.The remainder of this section will be concerned with the following result, the proofof which is essentially the fact that a coend of a strong deformation retraction is alsoa strong deformation retraction.Theorem 3.3.11 The functor SimpSet �- Crs preserves homotopy colimits up tostrong deformation retraction.Proof: Given a functor I F- SimpSet we havehocolim(F � �) �= Z i �(F (i))
 �(Ner(i=I))� (hocolim(F )) �= � �Z i F (i)� Ner(i=I)��= Z i � (F (i)� Ner(i=I))82



since � preserves coends.Consider the functorsI � Iop �(F (�)� Ner(�=I)) -�(F (�))
 �(Ner(�=I)) - Crsand note that there are natural transformations a, b between these given by theEilenberg-Zilber theorem�(F (j)� Ner(k=I)) aj;k -� bj;k �(F (j))
 �(Ner(k=I))which satisfy b � a �= id. Taking coends over I thus gives homomorphismsZ i � (F (i)� Ner(i=I)) R i ai;i -� R i bi;i Z i �(F (i))
 �(Ner(i=I))which satisfy �R i bi;i� � �R i ai;i� �= id. That is, we have� (hocolim(F )) a -� b hocolim(F � �)with b � a �= id.Similarly we have natural transformations�(F (j)� Ner(k=I)) 0j;k-1j;k- I 
 �(F (j)� Ner(k=I)) hj;k- �(F (j)� Ner(k=I))satisfying 0 � h �= a � b and 1 � h �= id, and hence homomorphismsZ i �(F (i)� Ner(i=I)) -- Z i I 
 �(F (i)� Ner(i=I)) - Z i �(F (i)� Ner(i=I))satisfying the corresponding relations. But I 
 � also preserves coends, so these maybe written as I 
 � (hocolim(F )) h - � (hocolim(F ))with h : a � b ' id. 2It is this result which justi�es our de�nition of homotopy colimits of diagrams ofcrossed complexes.
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3.3.3 Twisted tensor productsWe now apply the machinery of homotopy colimits in the category of crossed complexesto the functor H � - Cat Ner - SimpSet � - Crswhere �:H - Cat: eH - G is a functor corresponding to a group action. We knowby corollary 3.2.11 and theorems 3.2.12 and 3.3.11 that the result is a stong deformationretract of the standard resolution of the Grothendieck construction on �, which is justthe semidirect product of G by H. Thus we have a small resolution of the semidirectproduct.We can give a presentation of hocolim(� � Ner � �) as follows:Proposition 3.3.12 Suppose � is a functor corresponding to an action of a group Gon a group H as above. Then the homotopy colimit of � � C : H - Crs is thecrossed complex of groups given by generators ap 
 bq in dimension n = p + q for allap = [g1; : : : ; gp] 2 Ner(G) and bq = [h1; : : : ; hq] 2 Ner(H), subject to the relations:1. ap 
 bq = �, the identity element, if any of the gi or hi are identities2. �2(a2 
 b0) = ([g2]
 [ ])�1 � ([g1]
 [ ])�1 � ([g1g2]
 [ ])�2(a0 
 b2) = ([ ]
 [h2])�1 � ([ ]
 [h1])�1 � ([ ]
 [h1h2])�2(a1 
 b1) = ([ ]
 [h1])�1 � ([g1]
 [ ])�1 � ([ ]
 [h1]) � ([g1h1 ]
 [ ])�3(a1 
 b2) = ([g1h1]
 [h2]) � ([ ]
 [h1; h2])[g1h1h2 ]
[ ] � ([g1]
 [h1h2])�1� ([ ]
 [h1; h2])�1 � ([g1]
 [h1])[ ]
[h2]�3(a2 
 b1) = ([g2]
 [h1])�1 � ([g1; g2]
 [ ])[ ]
[h1] � ([g1g2]
 [h1])� ([g1h1; g2h1]
 [ ])�1 � �([g1]
 [h1])[g2h1 ]
[ ]��1�p(ap 
 b0) = �h(ap 
 b0) for p � 3�q(a0 
 bq) = �v(a0 
 bq) for q � 3�p+q(ap 
 bq) = �h(ap 
 bq) � (�v(ap 
 bq))(�1)p otherwisewhere the abbreviations �h(cp
 aq) and �v(cp 
 aq) stand for the following expressions:�h(ap 
 bq) = ([g2; : : : ; gp]
 [h1; : : : ; hq])�1� �([g1; : : : ; gp�1]
 [h1; : : : ; hq])[gph1 ::: hq ]
[ ]�(�1)p+1� p�1Yk=1([g1; : : : ; gkgk+1; : : : ; gp]
 [h1; : : : ; hq])(�1)k+1�v(ap 
 bq) = �[g1h1; : : : ; gph1]
 [h2; : : : ; hq]��1� �([g1; : : : ; gp]
 [h1; : : : ; hq�1])[ ]
[hq ]�(�1)q+1� q�1Yk=1([g1; : : : ; gp]
 [h1; : : : ; hkhk+1; : : : ; hq])(�1)k+184



By comparing this presentation with that of proposition 3.1.4 it can be seen thatthe small resolution of a semidirect product of G by H di�ers from the tensor productC(G) 
 C(H) only in actions on the terms in the boundary relations, and that thepresentation above reduces to the earlier one when the action is trivial. For this reasonthe crossed complex de�ned above will be termed a twisted tensor product of C(G) byC(H) over the action, and written as C(G)
� C(H).Also it can be seen that our small resolution for the semidirect product is again freein that it has no relations except for those given by the degeneracies and the boundaryformulae.
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Chapter 4Simplicial Enrichment for CrossedComplexes4.0 IntroductionMuch of the categorical machinery developed for homotopy theory is set in the contextof simplicially enriched categories. In this chapter we begin an investigation of theextent to which such techniques apply to the category of crossed complexes. It isshown that the monoidal closed structure induces a simplicially enriched structure onCrs, and that the nerve functor Crs N - SimpSetcan then be given a simplicial enrichment. The natural extension of the fundamentalcrossed complex functor to the simplicial homs does not respect the enriched composi-tion except up to homotopy, but using the results of section 2.3.2 it is shown that thesehomotopies satisfy appropriate coherence conditions. The extension of the �/nerveadjunction to the simplicially enriched context is also investigated.Possible applications of the results found here include the abstract formulation ofequivariant homotopy theory inCrs [7], and of homotopy colimits of homotopy coherentdiagrams of crossed complexes analogous to the formulation for simplicially tensoredcategories in [3, 15, 16, 17].The structure of this chapter is as follows. In the �rst section, we present a simplicialenrichment of the category of crossed complexes. In the second section, the enrichmentof the nerve functor is given. The fundamental crossed complex functor is then shownto have a simplicially coherent enrichment. In the third section, the adjunction betweenthese functors is extended to a deformation retraction of simplicial homsCrsS(�K;C) ' SimpSetS(K;NC)The rest of the section is devoted to showing that this homotopy equivalence is naturalin C and `coherently' natural in K. 86



4.1 A simplicial enrichment for CrsIn this section we show how the Eilenberg-Zilber theorem enables a simplicially-enrichedstructure to be given to the category of crossed complexes.First we use the diagonal approximation map to de�ne a natural transformation 
tfrom �(N(�)� N(�)) to �
� as follows:�(NC � ND) a - �(NC)
 �(ND) "C 
 "D- C 
Dwhere "C is the counit map �(N(C)) ! C corresponding to idN(C) under the � a Nadjunction. Using the adjunction again, we thus obtain a natural transformationNC � ND 
C;D - N(C 
D)The natural transformation 
 has the following more explicit description:Proposition 4.1.1 Suppose �[n] f- C, �[n] g- D are elements of N(C)n, N(D)nrespectively. Then the image of (f; g) under 
C;D is given by the composite�[n] 
C;D(f; g) - C 
D
�([n]� [n])�(d)? a - �[n]
 �[n]6f 
 gProof: For K a simplicial set, elements of Kn correspond to simplicial maps [n]! K,and elements of N �(K)n correspond to homomorphisms �[n] ! �(K). The unit � ofthe � a N adjunction may thus be considered as given byK �K - N�(K) [n] kn - K! -  �[n] �(kn)- �(K)!Since 
 is given by 
t under the adjunction, we have 
 �= � � N
t, that isNC � ND 
C;D - N(C 
D)
N�(NC � ND)�NC�ND? N(a)- N(�NC 
 �ND)6N("C 
 "D)
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where a is the diagonal approximation map. Given an element � = (f; g) of (NC�ND)ncorresponding to a simplicial map[n] d - [n]� [n] kn � ln - NC � NDwe have the following commutative diagram by the naturality of the diagonal approxi-mation �(NC � ND)������(kn � ln) � @@@@@a R�[n] �(d)- �([n]� [n]) �NC 
 �ND "C 
 "D- C 
D@@@@@a R ������(kn)
 �(ln)��[n]
 �[n]The upper path is the image of � under 
C;D = � � N(a) � N(" 
 "); the lower pathis the composite of �(d) � a with (�NC � N"C)(f)
 (�ND � N"D)(g). But �N �N" is theidentity, so the proposition follows. 2Given any crossed complex homomorphism C
D m- E the natural transformation
 de�nes a simplicial map from NC � ND to NE byNC � ND 
C;D - N(C 
D) Nm- NEUsing the same arguments as above, it is clear that this construction agrees with thatconsidered in section 2.2.3.Corollary 4.1.2 Suppose �[n] f- C, �[n] g- D are elements of N(C)n, N(D)nrespectively and m is a homomorphism from C 
D to E as above. Then the image of(f; g) under 
C;D � Nm is given by the composite�[n] f � g - E
�[n]
 �[n]? f 
 g- C 
D6mThe natural transformation 
 also satis�es an associative law88



Proposition 4.1.3 Given crossed complexes C, D, E, the following diagram commutesNC � ND � NE 
C;D � id - N(C 
D)� NE
NC � N(D 
 E)id� 
D;E? 
C;D
E - N(C 
D 
 E)?
C
D;EProof: By the naturality of a and using �
�" = 
t = a�("
") we have the followingcommutative diagram�(NC � ND � NE) a- �NC 
 �(ND � NE) id
 a- �NC 
 �ND 
 �NE

�(NC � N(D 
 E))�(id� 
)? a- �NC 
 �N(D 
 E)id
 �
? id
 " - �NC 
D 
 E?id
 "
 "
C 
D 
 E?"
 id
 idin which the lower path corresponds to (id � 
) � 
 under the adjunction. There is asimilar diagram for (
� id) �
 and so the result follows by the associativity of a and
. 2We now use these results together with the internal hom structure to de�ne a sim-plicial enrichment of Crs.There are natural homomorphisms[D;E]
 [C;D]
 C id
 ev- [D;E]
D ev- Ewhere the evaluation map evC;D is the counit map [C;D] 
 C ! D correspondingto id[C;D] under the tensor product-internal hom adjunction in Crs. These give theinternal composition maps of the monoidal closed structure on Crs[D;E]
 [C;D] �Crs - [C;E]De�nition 4.1.4 For crossed complexes C;D the simplicial hom-set CrsS(C;D) isde�ned by CrsS(C;D) = N[C;D]89



and for crossed complexes C;D;E the enriched composition is de�ned byN[D;E]� N[C;D] - N[C;E]@@@@@@
 R ������N(�Crs)�N([D;E]
 [C;D])Note that this does indeed de�ne a simplicial enrichment for Crs, since both 
 and�Crs satisfy an associative law and 
 is a natural bijection in dimension zero.A more explicit de�nition of the enriched composition may be given using the fol-lowing natural bijections of hom-setsCrsS(C;D)n �= Crs(�[n]; [C;D]) �= Crs(�[n]
 C;D)Proposition 4.1.5 Under the correspondence above, the enriched composition in CrsStakes a pair of homomorphisms (�[n]
D y�! E; �[n]
C x�! D) to the homomorphismx � y given by the composite�[n]
 C �C- �[n]
 �[n]
 C id
 x- �[n]
D y - Ewhere � is the (ordinary) natural transformation whose components �C are de�ned usingthe diagonal approximation map a as follows:�[n]
 C �(d)
 id- �([n]� [n])
 C a
 id- �[n]
 �[n]
 CProof: Let x, y correspond to the homomorphisms �[n] f- [C;D], �[n] g- [D;E]respectively. Then x � y corresponds to the homomorphism�[n] - �[n]
 �[n] g 
 f- [D;E]
 [C;D] �Crs- [C;E]by corollary 4.1.2. Thus x � y may be written as the upper path around the followingdiagram.�[n]
 C �C- �[n]
 �[n]
 C @@@@@g 
 f 
 idR�[n]
 [C;D]
 Cid
 f 
 id? g 
 id
 id- [D;E]
 [C;D]
 C
�[n]
Did
 ev? g 
 id - [D;E]
D?id
 ev ev - E90



By the identities (f 
 idC)� evC;D = x and (g
 idE)� evD;E = y, the lower path aroundthis diagram is �C � (id
 x) � y, and we have the result as required. 2Note that for n = 1 this description of the enriched composition is identical to thedescription of horizontal composition of homotopies given in section 2.1.1.4.2 Enrichment of � and NerveIn this section we discuss how the fundamental crossed complex and nerve functorsbetween SimpSet and Crs can be extended to the corresponding simplicially enrichedcategories. For � this will not work `on the nose' but will involve the coherent systemsof higher homotopies of theorem 2.3.9.Consider �rst the nerve functor from crossed complexes to simplicial sets.Proposition 4.2.1 The nerve functor extends to a simplicial functorCrsS NS - SimpSetSCrs(�[n]
 C;D) Nn - SimpSet([n]� NC;ND)where Nn takes a homomorphism �[n]
 C f- D to the simplicial map[n]� NC �[n];C - N(�[n]
 C) N(f)- NDand � is the natural transformation with �K;C given byK � NC �- N�(K � NC) N(a)- N(�K 
 �NC) N(id
 ")- N(�K 
 C)Proof: Clearly NS de�nes a simplicial map on each hom-object. Also since a corre-sponds to the identity if either component is of dimension zero, we have�[0];C �= �NC � a � N("C) = idusing the triangle identity. Thus N0 �= N . It remains to show that NS respects theenriched composition structures in CrsS and SimpSetS, and for this we will need thefact that � satis�es a type of associativity condition.Lemma 4.2.2 For simplicial sets K;L and crossed complexes C the following diagramcommutes K � L� NC id� �L;C - K � N(�L
 C)
N(�(K � L)
 C)�K�L;C? N(a
 id)- N(�K 
 �L
 C)?�K;�L
C
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Proof: Consider (id � �) � �. From the de�nition of � and naturality we have thefollowing commutative diagram:K � L� NC � � N(a)- N(�K 
 �(L� NC))
N(�K 
 �N�(L� NC))N(id
 �)? N(id
 ")- N(�K 
 �(L� NC))
N(�K 
 �N(�L
 �NC))? N(�K 
 �L
 �NC)N(id
 a)?

K � N(�L
 C)
id� �

? � � N(a)- N(�K 
 �N(�L
 C))? N(id
 ")- N(�K 
 �L
 C)N(id
 id
 ")?Thus (id� �) � � = � � N(a) � N(a
 id) � N(id
 id
 ") by the triangle identity andthe associativity of a, and the result follows by the naturality of ". 2Returning to the proof of proposition 4.2.1, suppose we have homomorphisms�[n]
 C f - D �[n]
D g - EThen the result Nn(f � g) = Nn(f) � Nn(g) may be seen by the commutativity of thefollowing diagram[n]� NC d�id - [n]� [n]� NC id��- [n]� N(�[n]
 C) id�N(f)- [n]� ND
N(�[n]
 C)�? N(�d
id)- N(�([n]� [n])
 C)�? N(a
id)- N(�[n]
 �[n]
 C)�? N(id
f)- N(�[n]
D)�?

NEN(g)?and so NS de�nes a simplicial enrichment of the nerve functor. 2For the fundamental crossed complex functor, SimpSet �- Crs, the situation ismore complicated. We can still extend � to a collection of simplicial maps on the hom92



objects SimpSetS �S - CrsSSimpSet([n]�K;L) �n - Crs(�[n]
 �K; �L)by de�ning �n([n]�K f- L) to be the homomorphism�[n]
 �K b- �([n]�K) �f- �Lwhere b is given by the shu�e map, the homotopy inverse to the diagonal approximationa in the Eilenberg-Zilber theorem. However the maps �n do not respect the enrichedcomposition structures. For simplicial maps[n]�K f - L [n]� L g - Mwe have �n(f � g) = b � �(d� id) � �(id� f) � �(g)�n(f) � �n(g) = �d
 id � a
 id � id
 (b � �f) � b � �g�([n]� [n])
 �K
�������������d
 id * HHHHHHHHHHHHa
 id j�[n]
 �K �d
 id- �([n]� [n])
 �Kid? =) �b
 id �[n]
 �[n]
 �K

�([n]�K)b? �(d� id)- �([n]� [n]�K)b? � b �[n]
 �([n]�K)?id
 b
�M � �g �([n]� L)�(id� f)? � b �[n]
 �L?id
 �fThe `squares' in this diagram commute by the naturality and associativity of b; thedouble arrow in the upper-right triangle is given by the homotopyI 
 �([n]� [n]) h[n];[n]- �([n]� [n])93



from the identity to a � b. We thus have a natural homotopy h(f; g) : �n(f � g) '�n(f) � �n(g) given byI 
 �[n]
 �K �d
id(h[n];[n] 
 id�K)b � �(id�f � g)- �MWe will show that these homotopies form a coherent system, where the coherenceinformation is given by the higher homotopies of the Eilenberg-Zilber theorem 2.3.9.For example given simplicial maps [n] � Ki�1 fi- Ki for 1 � i � 3, we can form thecomposite homotopies�(f1 � f2 � f3) ' �(f1) � �(f2 � f3) ' �(f1) � �(f2) � �(f3)and �(f1 � f2 � f3) ' �(f1 � f2) � �(f3) ' �(f1) � �(f2) � �(f3)These are not equal, although they are themselves homotopic via a double homotopyI 
 I 
 �[n]
 �K0 h(f1; f2; f3) - �K3Let us generalise the notion of an r-fold homotopy to that of an (r; n)-homotopy,where an (r; n)-homotopy h is a crossed complex homomorphismI
r 
 �[n]
 C h - Dwhere C, D are crossed complexes.Clearly there are (r�1; n)-homotopies ��i (h) and (r; n�1)-homotopies di(h) inducedfrom h by considering the 2r faces of the r-cube and the n faces of the n-simplex. Alsogiven a (p; n)-homotopy k1 and a (q; n)-homotopy k2 as followsI
p 
 �[n]
 C k1 - D I
q 
 �[n]
D k2 - Ethen we can de�ne a (p+ q; n)-homotopy k1 � k2 by the following diagramI
(p+q) 
 �[n]
 C k1 � k2 - E
I
(p+q) 
 �([n]� [n])
 Cid
 �(d)
 id? I
q 
 �[n]
D6k2
I
(p+q) 
 �[n]
 �[n]
 Cid
 a
 id? id
 s
 id- I
q 
 �[n]
 I
p 
 �[n]
 C6id
 k1
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Note that composition of two (0; n)-homotopies in this way agrees with the de�nitionof the enriched composition of degree n maps in CrsS, since the symmetry of the tensorproduct acts as the identity when one of the factors has dimension zero.Using these notions, we make the following de�nition of what we mean by a simpli-cially coherent (or lax) functor from SimpSetS to CrsS.De�nition 4.2.3 A simplicially coherent functor SimpSetS F- CrsS is given by thefollowing data:� A crossed complex F (K) for each simplicial set K� An (r � 1; n)-homotopyI
(r�1) 
 �[n]
 F (K0) Fn(f1; f2; : : : ; fr)- F (Kr)for each n � 0 and each r-tuple f = (f1; f2; : : : ; fr), fi 2 SimpSetS(Ki�1; Ki)n.such that the Fn commute with the simplicial face and degeneracy operators, and thefollowing cubical boundary relations hold:@�i (Fn(f1; f2; : : : ; fr)) = Fn(f1; f2; : : : ; (fr�i � fr�i+1); : : : ; fr)@+i (Fn(f1; f2; : : : ; fr)) = Fn(f1; f2; : : : ; fr�i) � Fn(fr�i+1; : : : ; fr)where � here means enriched composition and composition of (k; n)-homotopies respec-tively.The simplicially coherent functor F is said to provide a simplicially coherent enrichmentof an ordinary functor SimpSet G- Crs if the following conditions hold:� F (K) = G(K) for each simplicial set K� every (r � 1; 0)-homotopy F0(f1; f2; : : : ; fr) factors through the corresponding ho-momorphism G(f1 � f2 � � � � � fr)I
(r�1) 
 �[0]
 F (K0) F0(f1; f2; : : : ; fr)- F (Kr) = G(Kr)
I
(0) 
 �[0]
 F (K0)0
 id
 id? �= - F (K0) = G(K0)6G(f1 � f2 � � � � � fr)Suppose f is an r-tuple (f1; f2; : : : ; fr) of degree n maps and F is a simpliciallycoherent functor as above. Then the enriched composition in SimpSetS and CrsS givefor each � = (�1; �2; : : : ; �r�1) 2 f0; 1gr�1 an element F�(f) of CrsS(F (K0); F (Kr))nde�ned byFn(fi0+1 � fi0+2 � : : : � fi1) � Fn(fi1+1 � : : : � fi2) � : : : � Fn(fik+1 � : : : � fik+1 )95



where i1 < i2 < : : : < ik are those i such that �r�i = 1, and i0 = 0, ik+1 = r. Alsothere is a (0; n)-homotopy F 0�(f) given by the (r� 1; n)-homotopy Fn(f1; f2; : : : ; fr) atthe corner of the (r � 1)-cube given by �. The following proposition follows from thecubical boundary relations satis�ed by F .Proposition 4.2.4 The degree n map of CrsS corresponding to F 0�(f) is preciselyF�(f). Thus, the (r�1; n)-homotopies Fn(f1; f2; : : : ; fr) given by a simplicially coherentfunctor F for r � 2 record all the coherent homotopy information between the variousenriched composites of its values on 1-tuples.We now use the coherent system of homotopies of theorem 2.3.9 to de�ne a sim-plicially coherent enrichment of � which on 1-tuples agrees with the de�nition of �Sabove. We write [n]r for the r-fold (cartesian) product of the representable simplicialset [n] with itself, and hr for the r-fold homotopy obtained from theorem 2.3.9 bysetting K0 = K1 = : : : = Kr = [n].Theorem 4.2.5 There is a simplicially coherent enrichment � : SimpSetS - CrsSof the fundamental crossed complex functor with �n(f1; f2; : : : ; fr) given by the followingcommutative diagram:I
(r�1) 
 �[n]
 �K0 �n(f1; f2; : : : ; fr) - �Kr
I
(r�1) 
 � ([n]r)
 �K0id
 �(dr)
 id? hr�1 
 id- � ([n]r)
 �K0 b - � ([n]r �K0)6�[f ]r1where dr: [n]! [n]r is the r-fold diagonal and [f ]r1 is the simplicial map given by[n]r �K0 idr�1 � f1- [n]r�1 �K1 . . . . . . . . .- [n]2 �Kr�2 id� fr�1- [n]�Kr�1 fr- KrProof: We have to show that the cubical boundary relations of de�nition 4.2.3 holdas a consequence of the relations on the n-fold homotopies h in theorem 2.3.9. Firstconsider the ��i boundaries, and let d(i): [n]r�1 - [n]r be the map induced by thediagonal on the ith factor. By the relation ��i h[n];:::;[n] = h[n];:::;[n]2;:::;[n] and the naturality
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of h and b we have the following commutative diagramI
(r�2) 
 �[n]
 �K0
I
(r�2) 
 �([n]r�1)
 �K0id
 �(dr�1)
 id? hr�2 
 id- �([n]r�1)
 �K0 b- �([n]r�1 �K0)
I
(r�2) 
 �([n]r)
 �K0id
 �(d(i))
 id? ��i (hr�1)
 id- �([n]r �K0)�(d(i))
 id? b - �([n]r �K0)�(d(i) � id)?

�Kr�[f ]r1?The vertical composite on the right of the above diagram may be written as �[g]r�11 ,where g is the r � 1-tuple obtained from f by replacing fr�i and fr�i+1 by their en-riched composite. Thus the upper path through the diagram gives �n(f1; : : : ; fr�i �fr�i+1; : : : ; fr). Also the lower path is ��i �n(f1; : : : ; fr), since dr�1 � d(i) = dr, so wehave the required relation.The relations for �+i are slightly more complicated to show. Consider the diagramin �gure 4.1, which commutes by naturality of a and s, by the boundary relation for�+i h, by the de�nition of �, and by associativity and naturality of b. By naturalityof 
, the composite from the \top right" to the \bottom left" of the diagram is justthe composite of id
 id
 �n(f1; : : : ; fr�i) with �n(fr�i+1; : : : ; fr). Thus the long patharound the diagram is �n(f1; : : : ; fr�i) ��n(fr�i+1; : : : ; fr). The short \vertical" path is�+i �n(f1; : : : ; fr) and so the relation follows. 24.3 The coherent adjunction � a NThe adjunction between the nerve and the fundamental crossed complex functors takesplace at the level of unenriched categories. In this section we will see that when con-sidering SimpSet and Crs as simplicially-enriched categories the adjunction does notrespect the enrichment precisely, but only up to a system of coherent homotopies.For all simplicial sets K and crossed complexes C the ordinary adjunction gives anatural bijection of hom-setsCrs(�K;C) �= SimpSet(K;NC)97



I
(r�2) 
 �[n]
 �K0
I
(r�2) 
 �([n]2)
 �K0?�(d) a - I
(r�2) 
 �[n]
 �[n]
 �K0 s - I
(i�1) 
 �[n]
 I
(r�i�1) 
 �[n]
 �K0

I
(r�2) 
 �([n]r)
 �K0?�(dr�1) a- I
(r�2) 
 �([n]i)
 �([n]r�i)
 �K0?�(di)
 �(dr�i) s- I
(i�1) 
 �([n]i)
 I
(r�i�1) 
 �([n]r�i)
 �K0?�(di)
 �(dr�i)

	�����hi�1 
 hr�i�1�([n]r)
 �K0?�(�+i hr�1)� b �([n]i)
 �([n]r�i)
 �K0?hi�1 � hr�i�1

�([n]r �K0)?b � b �([n]i)
 �([n]r�i �K0)?b

�([n]i �Kr�i)?�(id[n]i � [f ]r�i1 )� b �([n]i)
 �Kr�i?id
 �[f ]r�i1

�Kr?�[f ]rr�i+1
Figure4.1:The� +i relationfor�.
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It is quite easy by using the diagonal approximation and shu�e maps to extend thisto the simplicial hom objects. Recall that there are natural bijections of sets giving usthe following representations of the enriched homsCrsS(�K;C)n �= Crs(�[n]; [�K;C]) �= Crs(�[n]
 �K;C)SimpSetS(K;NC)n �= SimpSet([n]�K;NC) �= Crs(�([n]�K); C)Proposition 4.3.1 Given a crossed complex C and a simplicial set K there is a ho-motopy equivalence between the simplicial sets CrsS(�K;C) and SimpSetS(K;NC)which is a natural bijection in dimension zero. Moreover, the homotopy is a deforma-tion retraction.Proof: The simplicial maps a� and b� between the enriched homs are given in eachdimension byCrsS(�K;C)n �= Crs(�[n]
 �K;C) a�n-�b�n Crs(�([n]�K); C) �= SimpSetS(K;NC)nThese are de�ned by precomposing the representing homomorphisms with the maps aand b of the Eilenberg-Zilber theorem. �[n]
 �K f - C! a�n-  �([n]�K) a- �[n]
 �K f - C! �([n]�K) g- C! b�n-  �[n]
 �K b- �([n]�K) g- C!Clearly the composite simplicial map a� � b� is the identity on CrsS(�K;C), since b � ais the identity on each �[n] 
 �K. The simplicial homotopy between b� � a� and theidentity on SimpSet(K;NC)[1]� SimpSetS(K;NC) H - SimpSetS(K;NC)is de�ned as follows. Suppose (x; f) represents an element of dimension n of the righthand side, where x is a simplicial map [n]! [1] and f is a homomorphism �([n]�K)!C. Then Hn(x; f) is the homomorphism given by�([n]�K) - C
�([n]� [n]�K)?�(d� id) a- �[n]
 �([n]�K) �(x)
 id- �[1]
 �([n]�K) h- �([n]�K)f6using the diagonal approximation again, together with the homotopy h of theorem 2.3.1.2 99



In the unenriched setting, the natural bijection of an adjunction F a G may bede�ned in terms of the functors F and G and the unit and counit maps. We will see inthe next proposition that this is also true in our enriched situation.For crossed complexes C, D and simplicial sets K, L we will use the notation ��,��, "� and "� for the four simplicial mapsSimpSetS(N�K;L) �� - SimpSetS(K;L)SimpSetS(K;L) �� - SimpSetS(K;N�L)CrsS(C;D) "� - CrsS(�NC;D)CrsS(C; �ND) "� - CrsS(C;D)induced by the unit � and the counit " on the enriched homs. For example, �� is themap which in each dimension n is given bySimpSetS(N�K;L)n ��n - SimpSetS(K;L)n [n]� N�K f - L! -  [n]�K id� �- [n]� N�K f - L!We can now state the proposition.Proposition 4.3.2 The adjunction maps a� and b� are precisely the simplicial mapsgiven by the compositesCrsS(�K;C) NS - SimpSetS(N�K;NC) ��- SimpSetS(K;NC)and SimpSetS(K;NC) �S - CrsS(�K; �NC) "� - CrsS(�K;C)respectively.Proof: Suppose �[n]
�K f- C represents an element of CrsS(�K;C)n. Then fromproposition 4.2.1 we have ��(NS(f)) = (id� �) � �[n];�K �N(f). But (id� �) � �[n];�K =� � N(a) by naturality and the triangle identity:[n]�K � - N�([n]�K) N(a)- N(�[n]
 �K) ====== N(�[n]
 �K)
������������N(id
 "�)*[n]� N�Kid� �? �- N�([n]� N�K) N(a)- N(�[n]
 �N�K)N(id
 ��)?Thus ��(NS(f)) = ��N(a�f), which is the simplicial map [n]�K - NC representinga�(f) as required. 100



For [n]�K g- NC representing an element of SimpSetS(K;NC), the homomor-phism b�(g) is given by�[n]
 �K b - �([n]�K) �g - �NC " - CWhich is just �n(g) � ". 2Conversely we can reconstruct the de�nitions of NS and �S from the adjunctionmaps a� and b�.Proposition 4.3.3 The maps NS and �S are given precisely by the composite simplicialmaps CrsS(C;D) "� - CrsS(�NC;D) a� - SimpSetS(NC;ND)and SimpSetS(K;L) �� - SimpSetS(K;N�L) b� - CrsS(�K; �L)respectively.Proof: For �[n] 
 C f- D representing an element of CrsS(C;D)n, the homo-morphism �([n] � NC) a�"�f- D given by a � (id 
 ") � f corresponds to the simplicialmap[n]� NC �- N�([n]� NC) N(a)- N(�[n]
 �NC) N(id
 ")- N(�[n]
 C) N(f)- NDwhich is NS(f) as required.For [n]�K g- L representing an element of SimpSetS(K;L)n, the simplicial map[n]�K g��- N�L corresponds to a homomorphism�([n]�K) �g- �L �� - �N�L "� - �Lwhich is just �(g) by the triangle identity. Thus b�(��(g)) = b � �(g), which is precisely�S(g). 2Since NS is a simplicially enriched functor, we have for each simplicial set K a pairof simplicially enriched functorsCrsS CrsS(�K; �) -SimpSetS(K;N(�))- SimpSetSThe following proposition follows from the relation between NS and a�.Proposition 4.3.4 Let K be a simplicial set. Then a� de�nes a simplicially enrichednatural transformation from CrsS(�K; �) to SimpSetS(K;N(�)).101



Proof: The enriched functoriality of NS and the de�nition of �� give the followingcommutative diagram.CrsS(C;D)�CrsS(�K;C) � - CrsS(�K;D)
SimpSetS(NC;ND)� SimpSetS(N�K;NC)NS � NS? � - SimpSet(N�K;ND)?NS
SimpSetS(NC;ND)� SimpSetS(K;NC)id� ��? � - SimpSet(K;ND)?��By proposition 4.3.2 the vertical composites are NS �a� and a�, so we have a�(f � g) =a�f � NSg as required. 2There is similar argument for b� and �S in the coherent rather than the strict setting.Proposition 4.3.5 The mapsSimpSetS(K;NC) b�K;C- CrsS(�K;C)of proposition 4.3.1 can be given the structure of a coherent natural transformation inK.That is, given a crossed complex C, simplicial sets K0; K1; : : : ; Kr�1; Kr = NC, andmaps fi 2 SimpSetS(Ki�1; Ki)n for 1 � i � r there is an (r � 1; n)-homotopyI
(r�1) 
 �[n]
 �K0 b�n(f1; : : : ; fr)- Cwhich for r = 1 agrees with the de�nition of b� above, and which satis�es the cubicalboundary relations@�i (b�n(f1; f2; : : : ; fr)) = b�n(f1; f2; : : : ; (fr�i � fr�i+1); : : : ; fr)@+i (b�n(f1; f2; : : : ; fr)) = �n(f1; f2; : : : ; fr�i) � b�n(fr�i+1; : : : ; fr)Proof: We extend the relation b� = �s�"� of proposition 4.3.3 and de�ne b�n(f1; : : : ; fr)to be the (r � 1; n)-homotopyI
(r�1) 
 �[n]
 �K0 �n(f1; : : : ; fr)- �NC " - Cusing the simplicial coherence of �S given in theorem 4.2.5. The boundary relationsfollow. 2 102



Thus in particular for f 2 SimpSet(K;L) and g 2 SimpSet(L;NC) of the samedegree we have a homotopy between b�(f � g) and �Sf � b�g. In the general case the2r�1 `corners' of the above homotopies give all the possible results of applying b� to frbefore or after composing with the other fi.The two cases left to deal with now are the naturality (or otherwise) of a� in Kand b� in C. We approach these from the following intermediate result, in which it isnecessary to use the `commutativity' of a and b as shown in proposition 2.2.13.Lemma 4.3.6 Given maps f 2 SimpSetS(K;L)n and g 2 CrsS(�L;D)n, the maps�Sf � g and b�(f � a�g) in CrsS(�K;D)n are equal.Proof: Suppose f and g are given by[n]�K f - L �[n]
 �L g - Dthen �s � g and b�(f � a�g) correspond to the two paths around the following diagram�[n]
 �K �d
 id- �([n]� [n])
 �K a
 id- �[n]
 �[n]
 �K
�([n]�K)b? �(d� id)- �([n]� [n]�K)b? a - �[n]
 �([n]�K)?id
 b

�([n]� L)�(id� f)? a - �[n]
 �L?id
 �f
�ND�(a�g)? " - D?gThe bottom square of this diagram commutes since both paths correspond to the map[n] � L - ND representing a�g. The other squares commute by naturality of a andb and by the commutativity relation between a and b given in proposition 2.2.13, andso we have the result. 2It follows from this that the maps b� are natural in C.Proposition 4.3.7 Let K be a simplicial set. Then b� de�nes a simplicially enrichednatural transformation from SimpSetS(K;N(�)) to CrsS(�K; �).103



Proof: Suppose we have crossed complexes C, D and maps x 2 SimpSetS(K;NC)n,y 2 CrsS(C;D)n. Then taking L = NC and applying the lemma to the maps x and"�(y) gives �Sx � "�y = b� (x � a�("�y))It is clear from the de�nition of "� and "� that this may be written as"�(�Sx) � y = b� (x � a�("�y))By propositions 4.3.2 and 4.3.3 this isb�x � y = b� (x � NSy)and so b� is natural in C as required. 2Now suppose C is a crossed complex and consider the mapsCrsS(�K;C) a�K;C- SimpSetS(K;NC)for varying K. Note that SimpSetS(K;NC) extends to a simplicially enriched functorin K, but that CrsS(�K;C) does not since � gives only a simplicially coherent functor.We will show however that a� may be given a coherent enriched structure such that itde�nes a kind of coherently natural enriched transformation between these functors.Suppose that Ki, 1 � i � r, are simplicial sets and that fi 2 SimpSetS(Ki�1; Ki)and g 2 CrsS(�Kr; C) are maps given by[n]�Ki�1 fi - Ki �[n]
 �Kr g - CThen we de�ne a homomorphism a�n(f1; : : : ; fr; g) from I
r 
 �([n]�K0) to C byI
r 
 �([n]�K0) - I
r 
 �([n]r+1 �K0) hr;n2;K0 - �([n]r+1 �K0)
Ca�n(f1; : : : ; fr; g)?� g �[n]
 �Kr � id
 �[f ]r1 �[n]
 �([n]r �Kr)?a(1)where [f ]r1 is the simplicial map [n]r�K0 - Kr de�ned by the fi as in theorem 4.2.5,and hr;nk;K is the r-fold homotopy h[n]k ;[n];:::;[n];K as de�ned by theorem 2.3.9. On takingr = 0 we note that a�n( ; g) reduces to a�n(g) as de�ned in proposition 4.3.1.By considering the boundary relations satis�ed by these maps we will show that the`corners' correspond to all the simplicial maps [n]�K0 - NC obtained by applyinga� to g before or after composing with the fi. The ��i boundaries are quite clear:104



Proposition 4.3.8 The homomorphisms a�n(f1; : : : ; fr; g) de�ned above satisfy��i (a�n(f1; : : : ; fr; g)) = a�n(f1; : : : ; fr�i � fr�i+1; : : : ; fr; g) for 1 � i � r � 1��r (a�n(f1; f2; : : : ; fr; g)) = f1 � a�n(f2; : : : ; fr; g)where the second equation is shorthand for the commutativity ofI
(r�1) 
 �([n]�K0) ��r a�n(f1; : : : ; fr; g) - C
I
(r�1) 
 �([n]� [n]�K0)id
 �(d� id)? id
 �(id� f1)- I
(r�1) 
 �([n]�K1)

6a�n(f2; : : : ; fr; g)Proof: The proof is analogous to that for the ��i in proposition 4.2.5. For 1 � i � r�1,we use the naturality of h with the diagonal d(i+1) : [n]r - [n]r+1 and get the followingdiagram I
(r�1) 
 �([n]�K0)
I
(r�1) 
 �([n]r �K0)id
�(dr�id)? hr�1;n2;K0 - �([n]r �K0) a(1)- �[n]
 �([n]r�1 �K0)
I
(r�1) 
 �([n]r+1 �K0)id
�(d(i+1)�id)? ��i hr;n2;K0- �([n]r+1 �K0)�(d(i+1)�id)? a(1)- �[n]
 �([n]r �K0)?id
�(d(i)�id)

C � g �[n]� �Kr?id
�[f ]r1The right hand vertical composite may be written as id
�[f 0]r�11 where f 0 is the (r�1)-tuple obtained from f by replacing fr�i and fr�i+1 by their enriched composite. Thusthe ��i relation is given by the two paths around the diagram.For i = r, we have a similar argument for the map [n]�K0 f1- K1, and we get the
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diagram I
(r�1)
�([n]�K0)I
(r�1)
�([n]2�K0)? - I
(r�1)
�([n]r+1�K0) ��r hr;n2;K0- �([n]�K0) a(1)- �[n]
�([n]r�K0)I
(r�1)
�([n]�K1)? - I
(r�1)
�([n]r�K1)? hr�1;n2;K1- �([n]r�K1)? a(1)- �[n]��([n]r�1�K1)?C � g �[n]
�Krid
�[f ]r2?The two paths around this diagram give precisely the ��r relation required. 2Before discussing the �+i relations we need to extend our notation. Suppose we aregiven fi 2 SimpSetS(Ki�1; Ki)n for 1 � i � p and that Z is a (q; n)-homotopyI
q 
 �[n]
 �Kp Z - CThen we de�ne the homomorphism a�n(f1; : : : ; fp; Z) from I
(q+p) 
 �([n]� K0) to Cby I
(q+p) 
 �([n]�K0) - I
(q+p) 
 �([n]p+1 �K0) id
 hp;n2;K0 - I
q 
 �([n]p+1 �K0)
Ca�n(f1; : : : ; fp; Z)?� Z I
q 
 �[n]
 �Kp � id
 �[f ]p1 I
q 
 �[n]
 �([n]p �K0)?id
 a(1)

Note that for q = 0, Z = g this reduces to the previous de�nition. In the nextproposition we use the coherence of �S and take Z to be composite of the (i � 1; n)-homotopy given byI
(i�1) 
 �[n]
 �Kr�i �n(fr�i+1; : : : ; fr) - �Krwith the (0; n)-homotopy given by �[n]
 �Kr g- C.Proposition 4.3.9 For maps fi and g as above, the homomorphisms a�n(f1; : : : ; fr; g)satisfy �+i (a�n(f1; : : : ; fr); g) = a�n(f1; : : : ; fr�i; �n(fr�i+1; : : : ; fr) � g)106



Proof: For 1 � i � r, hr;n2;K0 may be written as the compositeI
r 
 �([n]r+1 �K0) id
 hr�i;ni+2;K0- I
i 
 �([n]r+1 �K0) hi;n2;[n]r�i�K0- �([n]r+1 �K0)Thus �+i hr;n2;K0 = id 
 hr�i;ni+2;K0 � �+i hi;n2;[n]r�i�K0, and this second term may in turn bewritten as the composite(id
 a(i+1)) � (h[n]2;[n];:::;[n] 
 id) � bConsider now the diagram in �gure 4.2. The triangular region commutes by the abovediscussion, and the rectangles commute by naturality and by the commutativity rela-tions between a and b and between a and h. The lower path around the diagram is just�+i (a�n(f1; : : : ; fr); g). After a further application of naturality with [f ]r�i1 , the upperpath around the diagram can be seen to be a�n(f1; : : : ; fr�i; �n(fr�i+1; : : : ; fr) � g) andwe have the result. 2We can summarise the �ndings of this section as followsTheorem 4.3.10 For simplicial sets K and crossed complexes C the strong deforma-tion retraction CrsS(�SK;C) ' SimpSetS(K;NSC)is natural in C and coherently natural in K.
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I
(r�1)
�([n]�K0)I
(r�1)
�([n]r�i+1�K0)id
�(dr�i+1�id)? (id
hr�i;n2;K0 )�(id
a(1)) - I
(i�1)
�[n]
�([n]r�i�K0)I
(i�1)
�[n]2
�([n]r�i�K0)?id
�d
id (id
a
id)�(s
id)- �[n]
I
(i�1)
�[n]
�([n]r�i�K0)I
(r�1)
�([n]r+1�K0)id
�(di+1�id)? (id
hr�i;ni+2;K0 )�(id
a(i+1))- I
(i�1)
�([n]i+1)
�([n]r�i�K0)?id
�(di+1�id)
id(id
a(1))�(s
id)- �[n]
I
(i�1)
�([n]i)
�([n]r�i�K0)?id
�(di+1)
idZZZZZZZZZZZZZZ�+i hr;n2;K0 ~�([n]i+1)
�([n]r�i�K0)?h[n]2;[n];::: ;[n] 
id a(1)
id - �[n]
�([n]i)
�([n]r�i�K0)?id
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Chapter 5Homotopy Colimits and CoherentDiagrams5.0 IntroductionThe idea of considering `lax' functors where the functoriality only holds up to higherdimensional equivalences (satisfying appropriate associativity/coherence relations) isalready well known in the categoriesCat [2], SimpSet [15] andTop [39], and homotopylimits and colimits for diagrams of this type have been de�ned in [35, 38, 16, 17, 39].In this chapter we consider a de�nition of homotopy coherent diagrams in the categoryof crossed complexes and give a tentative de�nition of the homotopy colimit of such adiagram. We also show how such a theory relates to crossed resolutions of extensionsof groups.The structure of this chapter is as follows. In the �rst section we recall the de�nitionof homotopy colimits of lax functors in Cat, and show that a group extension1 - G - E - H - 1corresponds to a lax functor H ! Cat such that eH 7! G. In the second section,we recall the de�nition of homotopy coherent diagrams in SimpSet and introduce ade�nition of homotopy coherent diagrams in Crs. It is shown how a lax functor inCat induces a coherent functor in SimpSet which in turn gives a coherent functorin Crs. In the third section we recall the de�nition of homotopy colimits of coherentdiagrams of simplicial sets, and discuss how this carries over to the category of crossedcomplexes. We end with some ideas for further development of this work.5.1 Group Extensions and Lax Functors in CatIn the chapter 3 it was seen how an investigation of small models for crossed resolutionsof split extensions of groups leads to a de�nition of homotopy colimits of functors intocrossed complexes, and results in a twisted tensor product. In this chapter we will109



discuss a possible de�nition of homotopy colimits of lax functors into crossed complexes.In this section we provide a simple motivational example by explaining how any (notnecessarily split) extension of groups corresponds to a lax functor.De�nition 5.1.1 A lax functor I F- Cat is given by1. a category F (i) for each object i of I,2. a functor F (i) F (f)- F (j) for each arrow i f- j of I, such that F (f) is the identityfunctor if f is an identity arrow,3. a natural transformation F (f � g) ===F (f;g)) F (f) � F (g) for each pair of composablearrows (f; g) of I, such that F (f; g) is the identity natural transformation if eitherof f , g are identity arrows, and such that for any triple (f; g; h) of composablearrows the associative law holds:F (fg; h)a � (F (h)) (F (f; g)a) = F (f; gh)a � F (g; h)(F (f))(a) for a 2 Ob(F (sf))Note that there is a more general de�nition of a lax functor (see for example [2]) whichonly requires that F preserve the identity arrows up to a natural transformation, whichmust satisfy appropriate left and right identity relations. Also note that the associativelaw can be described as the equality of the following diagramsFi F (fgh) - F lBBBBBBBBBFf N
@@@@@@@@@F (fg)RFj�wwwww Fg - Fk�

wwwwwwwww�������
��Fh� = Fi F (fgh) - F l

�������
��Fh��������

��F (gh) �
Fj

BBBBBBBBBFf N�
wwwwwwwww

Fg - Fk�wwwwwwhich may also be read as asserting the commutativity of (the faces of) the obvioustetrahedron.Suppose we have a short exact sequence of groups1 - G i - E p - H - 1Since p is onto we can choose a function j:H - E such that j �p is the identity on H,and then by exactness we have a function q:E - G which takes x 2 E to the uniqueg 2 G satisfying i(g) = x � (j(px))�1 2 ker(p). It is an old and well-known result [25]110



that whereas split extensions of groups are characterised by a group action, a generalgroup extension is characterised by the pair of functionsH �G k1 - G H �H k2 - G(h; g) - gh (h1; h2) - fh1; h2ggiven by jh � i(gh) = ig � jh and j(h1h2) � i(fh1; h2g) = jh1 � jh2In the following proposition we show how k1 and k2 translate into the language of laxfunctors.Proposition 5.1.2 Given a group extension E of G by H as above the assignments1. �(eH) = G,2. �(h) = �g 7! gh�,3. �(h1; h2)eG = fh1; h2gde�ne a lax functor H �- Cat.Proof: For each (arrow) h 2 H and g1; g2 2 G we have(jh)�1 � i(g1g2) � jh = (jh)�1 � ig1 � jh � (jh)�1 � ig2 � jhand so (g1g2)h = g1h � g2h. Thus �(h) de�nes an endofunctor of G. Consider thefollowing diagram in E: � (gh1)h2 - �I@@@@@@@h2 �������h2 �� gh1 - �
�h16 g - �6h1

	�������h1h2 @@@@@@@h1h2 R�
fh1; h2g

6

gh1h2 - �

6
fh1; h2g
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where we have omitted the i(�) or j(�) on each arrow for legibility. The diagramcommutes in E by de�nition of gh and fh1; h2g, and so its perimeter commutes in Gby injectivity of i. Thus �(h1; h2) de�nes a natural transformation between �(h1h2)and �(h1) � �(h2). Similarly the required associativity of this natural transformationis shown by the commutativity in G of the perimeter of the following diagram in E:� fh1; h2gh3 - �I@@@@@@@h3 �������h3 �� fh1; h2g- �
�h1h26 h1 - �6h2

	�������h1h2h3 @@@@@@@h2h3 R�
fh1h2; h3g

6

fh1; h2h3g - �

6
fh2; h3g

2 In the case that the extension splits, j may be chosen to be a homomorphism andso k2 is trivial and � reduces to an ordinary functor. Thus the above result includesthat of proposition 3.1.6.It is well known that the Grothendieck construction may also be applied to laxfunctors.De�nition 5.1.3 Suppose I is a small category and F is a lax functor from I to Cat.Then the Grothendieck construction on F is the category R I F with objects the pairs(i; x) with i 2 Ob(I) and x 2 Ob(Fi) and arrows (f; a) : (i0; x0) ! (i1; x1) for allf 2 I(i0; i1) and a 2 Arr(Fi1) with source (Ff)(x0) and target x1. The composite ofthe arrows (i0; x0) (f1; a1) - (i1; x1) (f2; a2) - (i2; x2)is de�ned by (f1 � f2; F (f1; f2)x0 � (Ff2)(a1) � a2).Following [38] we can now de�ne homotopy colimits of lax functors in Cat.112



De�nition 5.1.4 If F : I - Cat is a lax functor, the homotopy colimit of F is thecategory given by the Grothendieck construction on F .Now return to the case where � : H ! Cat : eH 7! G is a lax functor given bya group extension E as above. Then the Grothendieck construction on � has a singleobject (eH ; eG), arrows (h; g) for all h 2 H and g 2 G, with composition of arrowsgiven by (h1; g1)(h2; g2) = (h1h2; fh1; h2g gh21 g2)This category is isomorphic to E via (h; g) 7! j(h) � i(g). Thus the homotopy colimitof � gives back the extension.Our aim for the rest of this chapter will be as follows. Firstly, we want a suitablenotion of coherent functors in Crs such that composing with the standard crossedresolution functor C takes a lax functor in Cat to a coherent functor in Crs, andsecondly we want to de�ne homotopy colimits of coherent functors in Crs. We suspect(although we do not prove) that lax/coherent homotopy colimits are preserved (up tohomotopy) by C, and so we should be able to replace the standard resolution of anarbitrary group extension E by the homotopy colimit in Crs of the composite of Cwith the lax functor � corresponding to the extension.The `intermediate' case of coherent diagrams and homotopy colimits in SimpSetwill also be discussed.5.2 Coherent Functors in SimpSet and CrsIn this section we de�ne notions of lax or homotopy coherent functors from smallcategories into the categories of simplicial sets and crossed complexes of groupoids.Both of these will bear some resemblence to the notion of lax functors into the categoryof topological spaces given by Vogt in [39].The simplicial case is based on [15]. First we note that the representable simplicialset �1 has a simplicial multiplication structure � : �1 � �1 ! �1. Suppose x, y aren-simplices of �1 given by monotonic functions [n]! [1]. Then we de�ne their productxy to be the n-simplex given by the monotonic function(xy) : k 7! max(x(k); y(k))We can extend this to maps between the n-fold cartesian products of �1[1]n �nr - [1]n�1where �nr = id[1]r�1 � �� id[1]n�r�1 for 1 � r � n � 1, and we also write �n0 and �nn forthe projections onto all but the �rst and last factor respectively.113



Also we have simplicial maps[1]n�1 ��r -�+r - [1]nfor 1 � r � n induced by the two inclusions �0 ! �1.De�nition 5.2.1 Let I be a small category. A simplicially coherent functor F from Ito the category of simplicial sets is given by the following data� a simplicial set F (i) for each object i of I� a simplicial map F (i0)� [1]n�1 F[fk ]nk=1 - F (in)for each n-simplex [i0; f1; i1; : : : ; fn; in] of the nerve of Isuch that the following degeneracy and boundary relations are satis�ed:Fs0([ ]i0 ) = idF (i0)Fsr([fk ]n1 ) = �idF (i0) � �nr� � F[fk ]n1 for 0 � i � n�idF (i0) � ��r � � F[fk ]n1 = Fdr ([fk ]n1 ) for 1 � r � n� 1�idF (i0) � �+r � � F[fk ]n1 = �F[fk ]r1 � id[1]n�r�1� � F[fk ]nr+1 for 1 � r � n� 1A simplicially coherent functor in fact corresponds to a simplicially enriched functorfrom a certain simplicial resolution S(I) of I to the category SimpSet regarded as beingenriched over itself. The simplicially enriched category S(I) was introduced in [18], andis de�ned as a comonadic resolution with respect to the free/forget adjoint pair betweenCat and the category of graphs with distinguished identity loops. The degeneracy and��r relations above can be seen as arising from the de�nition of S(I) and the �+r relationsas corresponding to the enriched functoriality of S(I) ! SimpSet. See [15] for moredetails.The following result is standard.Proposition 5.2.2 Given two categories A, B, the nerve of the functor category [A;B]is naturally isomorphic to the simplicial hom-object [NerA; NerB].Proof: Since the categorisation functor is both a one-sided inverse and an adjoint tothe nerve, we haveCat(C;D) �= Cat(c(NerC); D) �= SimpSet(NerC;NerD)114



Thus there are isomorphismsCat([n]�A;B) �= SimpSet(Ner([n]�A);NerB) �= SimpSet(�n�NerA; NerB)which are natural in [n], so the result follows. 2Now suppose I G- Cat is a lax functor as in de�nition 5.1.1. Then applying thenerve functor gives us a simplicial set Ner(Gi) for each object i of I and a simplicialmap Ner(Gi) ! Ner(Gj) for each arrow i ! j of I. Also the natural transformationG(f1; f2) for each pair of arrows of I corresponds by the above proposition to a simplicialmap Ner(Gi0)��1 - Ner(Gi2)In fact this data uniquely speci�es a simplicially coherent functor (cf. [36]):Proposition 5.2.3 Let I be a small category and I G- Cat a lax functor as above.Then there is a unique simplicially coherent functorI G � Ner - SimpSetsuch that (G � Ner)(i) = Ner(Gi) for each object i of I, and for n = 1 and n = 2 thesimplicial maps (G �Ner)[fk ]n1 are de�ned by the G(f1) and G(f1; f2) as above.Proof: Suppose I F- SimpSet is a simplicially coherent functor such that F (i) =Ner(Gi) for i 2 Ob(I). ThenSimpSet(F (i0)� [1]n�1; F (in)) �= SimpSet([1]n�1; [Ner(Gi0);Ner(Gin)])�= Cat(c([1]n�1); [Gi0; Gin])The category c([1]n�1) has object set f0; 1gn�1 and is generated by the arrowsf � (�;r;�)- � : 0 � r � n� 1; �j = �j for j 6= r; �r = 0; �r = 1 gsubject to the relations given by commutative diagrams of the form� (�; r; �) - �
(�; r0; )? (; r; �) - �?(�; r0; �)115



Thus specifying the simplicial maps F[fk ]n1 is equivalent to specifying them on the ver-tices and edges of the (n� 1)-cube | that is, to specifying functors and natural trans-formations Gi0 G(�; [fk]n1 )- Gin G(�; [fk]n1 ) =============G(�; r; �; [fk]n1 )) G(�; [fk]n1 )satisfying the appropriate commutativity, degeneracy and boundary relations. Theboundary relations here show that the data (and the degeneracy relations) for n � 3are given by those for n = 1; 2. Thus the uniqueness part of the proposition holds. Forexistence it only remains to note that the commutativity, degeneracy and boundaryrelations required for n = 1; 2 follow from the associativity, identity and source andtarget relations of de�nition 5.1.1. 2We now turn to coherent diagrams in the category of crossed complexes of groupoids.We �rst de�ne a multiplication structure on the crossed complex I which is given onthe usual generators by I 
 I � - I�
 � - 8>>><>>>: max(�; �) if �; � 2 I0� if f�; �g = f0; �ge1 2 I1 if f�; �g = f�; 1ge1 2 I2 if � = � = �Using � (or the projection homomorphisms for r = 0 or n) we obtainI
n �nr - I
(n�1)for 0 � r � n.Note that the homomorphisms � can be de�ned from the shu�e map b and thesimplicial multiplication structure above, viaI 
 I �= ��1 
 ��1 b - �(�1 ��1) �(�)- �(�1) �= IAlso we have the usual `co-face' homomorphismsI
(n�1) ��r -�+r - I
nfor 1 � r � n.Using these, we can de�ne what we mean by a coherent diagram in Crs.De�nition 5.2.4 Let I be a small category. A coherent functor I F- Crs is given bythe following data 116



� a crossed complex of groupoids F (i) for each object i of I� a crossed complex homomorphismF (i0)
 I
(n�1) F[fk ]nk=1 - F (in)for each n-simplex [i0; f1; i1; : : : ; fn; in] of the nerve of Isuch that the following degeneracy and boundary relations are satis�ed:Fs0([ ]i0 ) = idF (i0)Fsr([fk ]n1 ) = �idF (i0) 
 �nr� � F[fk ]n1 for 0 � r � n�idF (i0) 
 ��r � � F[fk ]n1 = Fdr ([fk ]n1 ) for 1 � r � n� 1�idF (i0) 
 �+r � � F[fk ]n1 = �F[fk ]r1 
 id[1]n�r�1� � F[fk ]nr+1 for 1 � r � n� 1Using the shu�e homomorphism b from chapter 2, the following proposition showsthat the fundamental crossed complex functor takes a simplicially coherent functor toa coherent diagram in Crs.I G - SimpSet � - CrsProposition 5.2.5 Suppose I G- SimpSet is a simplicially coherent functor as inde�nition 5.2.1. Then there is a coherent functor G�� into Crs with (G��)(i) = �(Gi)for each object i of I and with the homomorphisms (G��)[fk]n1 for [i0; f1; i1; : : : ; fn; in] 2Ner(I)n given by�(Gi0)
 I
(n�1) bn�1 - �(Gi0 � [1]n�1) �(F[fk ]n1 ) - �(Gin)Proof: The shu�e map b respects the above structure on (tensor) products of I and�1, and we have the following commutative diagrams:�(Gi0)
 I
n bn - �(Gi0 � [1]n) �(Gi0)
 I
(n�2) bn�2 - �(Gi0 � [1]n�2)
�(Gi0)
 I
(n�1)id
 �nr ? bn�1- �(Gi0 � [1]n�1)?�(id� �nr ) �(Gi0)
 I
(n�1)id
 ��r ??id
 �+r bn�1 - �(Gi0 � [1]n�1)�(id� ��r )??�(id� �+r )The required degeneracy and boundary relations for G � � thus follow from those forG. 2This justi�es our de�nition of coherent functors into Crs.117



5.3 Homotopy Colimits for Coherent FunctorsIn chapter 3 we gave suitable algebraic models for the homotopy colimits of functors Ffrom a small category I to the category of crossed complexes. Models had generatorsap 
 bq in dimension p + q, for ap an element of an object in the image of F andbq a q-simplex of the nerve of I, and the boundaries of these generators were givenby elements of the form �ap 
 bq, apf1 
 d0bq and ap 
 dibq. In this chapter we willsee that this description may be extended to give models for homotopy colimits ofcoherent functors as described in the previous section. The e�ect on the models ofreplacing strict functors by homotopy coherent ones will be that the shape � 
 ��qfor the generators will become � 
 I
q, each element bq of the nerve now indexing aq-dimensional cube rather than a q-simplex. Similarly, instead of having just a twistedd0 face, the generators will now have the �+i faces of the cube `twisted' to varyingdegrees by the higher coherence data. (Note however that if the coherence data is alltrivial, i.e. the functor is strict, then a standard embedding of simplices into cubes withdegenerate �+i faces shows that our model for the homotopy colimit will be isomorphicto that of chapter 3).We will discuss the simplicial case �rst. Suppose we have a simplicially coherentfunctor I F - SimpSetgiven by simplicial sets Fi for i 2 Ob(I) together with simplicial mapsFi0 � [1]n�1 [fk]n1 - Finfor [i0; f1; i1; : : : ; fn; in] 2 Ner(i)n.De�nition 5.3.1 The homotopy colimit hocolim(F ) of a simplicially coherent functorF is given by the Ner(I)-indexed coproduct of simplicial setsan a[i0;f1;i1;:::;fn;in]Fi0 � [1]n(whose elements we will write as(a; (x1; : : : ; xn); [fk]n1 )for a 2 Fi0; xk 2 �1), quotiented by the relations�a; (x1; : : : ; xn); sr([fk]n�11 )� = �a; �nr (x1; : : : ; xn); [fk]n�11 ��a; ��r (x1; : : : ; xn); [fk]n+11 � = �a; (x1; : : : ; xn); dr([fk]n+11 )��a; �+r (x1; : : : ; xn); [fk]n+11 � = �F[fk ]r1(a; x1; : : : ; xr�1); (xr; : : : ; xn); [fk]n+1r+1�118



Note that this is essentially the de�nition of homotopy colimits of homotopy coherentfunctors in Top-enriched categories given by Vogt in [39], which has been presentedfor simplicially enriched categories, in a much more categorical framework, by Cordierin [16].For the crossed complex case we do not have a simplicially enriched structure ex-cept up to higher homotopies, as made precise in chapter 4, and so the indexed-limitmachinery of [16, 3, 24] does not give a de�nition for homotopy colimits of coherentfunctors in Crs. In the rest of this chapter we will suggest a `bare-hands' de�nition,and leave the necessary generalisation of the work of Cordier et al. as a subject whichrequires further investigation.Suppose we have a coherent functorI F - Crsgiven by crossed complexes Fi for i 2 Ob(I) together with homomorphismsFi0 
 I
(n�1) [fk]n1 - Finfor [i0; f1; i1; : : : ; fn; in] 2 Ner(i)n.De�nition 5.3.2 The homotopy colimit hocolim(F ) of a coherent diagram F of crossedcomplexes is given by the Ner(I)-indexed coproductan a[i0;f1;i1;:::;fn ;in ]Fi0 
 I
n(whose elements we will write as(a
 x1 
 � � � 
 xn; [fk]n1 )for a 2 Fi0; xk 2 I), quotiented by the relations�a
 x1 
 � � � 
 xn; sr([fk]n�11 )� = �a
 �nr (x1 
 � � � 
 xn); [fk]n�11 ��a
 ��r (x1 
 � � � 
 xn); [fk]n+11 � = �a
 x1 
 � � � 
 xn; dr([fk]n+11 )��a
 �+r (x1 
 � � � 
 xn); [fk]n+11 � = �F[fk ]r1(a
 x1 
 � � � 
 xr�1)
 xr 
 � � � 
 xn; [fk]n+1r+1�Recall that a group extension1 - G - E - H - 1corresponds by proposition 5.1.2 (and by the Grothendieck construction) to a lax func-tor �, and hence gives a coherent functorF = � � Ner � � : H - Crs119



which takes the unique object eH of the category H to the crossed complex C(G). Thereader is invited to consider the two diagrams used in the proof of proposition 5.1.2 ascubes depicting elements in dimension three of the crossed complex hocolim(F ). Sincen-tuples of elements of G and H index n-simplices and n-cubes respectively in thehomotopy colimit, the diagrams can be thought of as representing generators given by[g]
 [h1; h2] and []
 [h1; h2; h3]together with their boundary relations. Thus although we have not proved that C(E)and hocolim(F ) are homotopy equivalent, the latter certainly contains all the com-position and associativity information in E and we have some justi�cation for callinghocolim(F ) a small resolution of E and thinking of it as a twisted tensor product ofC(G) by C(H).We end by giving a comparison map between the homotopy colimits of coherentdiagrams of simplicial sets and of crossed complexes. We suspect that the fundamen-tal crossed complex functor preserves these homotopy colimits (up to equivalence inhomology, at least) although this is only a conjecture at the present time.Proposition 5.3.3 Suppose I F- SimpSet is a simplicially coherent functor, withF � � the corresponding coherent functor into Crs given by proposition 5.2.5. Thenthere is a natural comparison maphocolim (F � �) - � (hocolimF )Proof: Consider the shu�e homomorphisms�(Fi0)
 I
n bn - �(Fi0 � [1]n)for i0 an object of I. Since � preserves coproducts, we get a homomorphisman a[i0;f1;i1;:::;fn;in ]�(Fi0)
 I
n � - �0@an a[i0;f1;i1;:::;fn ;in ]Fi0 � [1]n1ATo show that this de�nes a comparison map between the homotopy colimits, wemust prove that � respects the degeneracy and boundary relations. In fact we showthat � maps each side of each relation on hocolim(F � �) to the corresponding side ofa corresponding relation on �(hocolimF ). For the degeneracy and ��r relations, andfor the left hand side of the �+r relation, this follows from the commutativity of thefollowing diagrams:�(Fi0)
 I
n bn - �(Fi0 � [1]n) �(Fi0)
 I
n bn - �(Fi0 � [1]n)
�(Fi0)
 I
(n�1)id
 �nr ? bn�1- �(Fi0 � [1]n�1)?�(id� �nr ) �(Fi0)
 I
(n+1)id
 ��r ??id
 �+r bn+1 - �(Fi0 � [1]n+1)�(id� ��r )??�(id� �+r )
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For the right hand side of the �+r relation we have the following diagram�(Fi0)
 I
n bn - �(Fi0 � [1]n)
�(Fir)
 I
(n�r+1)(F � �)[fk ]r1 
 id? bn�r+1- �(Fir � [1]n�r+1)?�(F[fk ]r1 � id)which commutes by de�nition of (F � �)[fk ]r1 as br�1 � �(F[fk ]r1). 2In the reverse direction, we have the diagonal approximation maps�(Fi0 � [1]n) an - �(Fi0)
 I
nand so we get a homomorphism�0@an a[i0;f1;i1;:::;fn;in ]Fi0 � [1]n1A ' - an a[i0;f1;i1;:::;fn ;in ]�(Fi0)
 I
nHowever this does not de�ne a homomorphism between �(hocolimF ) and hocolim(F��)since the diagram �(Fi0 � [1]n) an - �(Fi0)
 I
n

�(Fi0 � [1]r�1)
 I
(n�r+1)?br�1 
 id
�(Fir � [1]n�r+1)

�(F[fk ]r1 � id)? an�r+1 - �(Fir)
 I
(n�r+1)?�(F[fk ]r1)
 iddoes not commute and so ' does not respect the �+r relations. However the diagramdoes commute up to the system of higher homotopies between the composites ak � bk,and it would be interesting if the results of section 2.3.2 and chapter 4 could be usedhere.5.4 ConclusionsIn this thesis we have presented some new ways in which the algebraic structure ofcrossed complexes of groupoids can be used for modelling various situations in topology.121



We have seen that a version of the Eilenberg-Zilber theorem for crossed complexesholds in a very similar way to the classical theorem for chain complexes, and havedeveloped the notions of a double crossed complex and of crossed complex models forhomotopy colimits. As an example of their use in non-abelian homological algebrawe have explained how the crossed resolution of a group which arises as a product, asemidirect product or an extension may be replaced by a smaller model which doesnot have the `diagonal cells'. One of the basic aims has been to work out some ofthe consequences of using tensor products instead of cartesian products wherever theEilenberg-Zilber theorem makes this possible.In this section we would like to give a few ideas, some of quite a speculative nature,for possible future developments of the work of this thesis. These possible developmentsare in two directions, which we may call the abstract development and the topologicalapplication.Beginning with the applications, we would �rst like to extend the Eilenberg-Zilbertheorem to a crossed complex version of the twisted Eilenberg-Zilber theorem, as provedfor chain complexes in [5]. This could then be used to develop a non-abelian homologicalperturbation theory as mentioned in chapter 2, leading to speci�c calculations.Secondly we would like to be able to �nd a small crossed complex model of the totalspace E of a Kan �bration of simplicial setsF - E - BThe model should have the form of a twisted tensor product of �F by �B, and mayarise as an application of the twisted Eilenberg-Zilber theorem or by development ofthe theory we have seen for small resolutions of an extension of groups.Also we would like to investigate further the rôle in algebraic topology which mightbe played by crossed di�erential graded algebras.The general aim here is to carry over much of the work which is regarded as `main-stream' for chain complexes (and which seems to be regarded as only possible by makingall spaces simply-connected and all groups abelian) to crossed complexes. The categoryof crossed complexes shares a lot of the formal properties of that of chain complexes,such as the monoidal closed structure, and may be seen as a quotient of the categoryof simplicial groupoids [19]. Thus on the one hand crossed complexes provide �nerinformation on homotopy types than do chain complexes, including the action of thefundamental groupoid, but on the other hand they may be regarded as simply one steptowards a good algebraic structure which models all homotopy types.From the abstract point of view, we believe that the material presented in chapters4 and 5, together with section 2.3.2, should admit a more categorical treatment. Forexample, the extension of the Eilenberg-Zilber homotopy hK;L to the system of coherent122



homotopies hK1;:::;Kn in theorem 2.3.9 has the same form as the extension of a lax functorto a simplicially coherent functor in proposition 5.2.3, except that the latter is carriedout in the context of much more `high-tech' machinery. Similarly we feel that there ismore underlying the result of theorem 4.3.10 than the pages preceeding it make clear.Cordier and others in [3, 16, 17] de�ne homotopy colimits for homotopy coherentfunctors in the setting of simplicially tensored enriched categories. That is, they assumethat they are working with a simplicially enriched category C together with an enrichedfunctor SimpSet�C 
 - Csuch that there is a natural isomorphism of simplicial homs[K
C;D] �= [K; [C;D]]for each simplicial set K and objects C, D of C. They can then de�ne homotopycolimits of homotopy coherent functors by a simplicially-enriched coendhocolim S(I) F- C! = Z iDiag (Y (i))
F (i)where Y (i) is the following bisimplicial set de�ned using the enriched homs of thesimplicial resolution S(I) of I:Y (i)n;� = ai0;:::;in[i; i0]� : : :� [in�1; in]Now suppose instead that C is a monoidal closed category and � is a functor fromSimpSet to C which has a right adjoint Ner and which satis�es an Eilenberg-Zilbertype theorem. Then we may de�ne an ordinary functor 
 byK
C = �K 
 CWith respect to the simplicially enriched structure on C de�ned by applying Ner tothe internal hom, neither � or 
 become enriched functors except up to some form ofhomotopy coherence, and so we do not get an enriched functor 
. Furthermore the iso-morphism of simplicial homs above is only a coherently-natural homotopy equivalence.However since we are trying to de�ne homotopy colimits, it is nice to imagine thatthere is an extension of the theory such that homotopy colimits of coherent functorsinto C may be de�ned in terms of some form of homotopy coherent coend of homotopycoherent functors.
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